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Navigating to the forefront of innovation:
A celebration of immigrant scientists

Scientific progress in the United States is inextricably linked to the lives and stories
of immigrants. Their efforts have improved lives worldwide and established this
country as a beacon of scientific discovery. Immigrants represent 28% of the
American recipients of Nobel Prizes awarded in physics, chemistry, and medicine
between 1901 and 2024.

The Vilcek Foundation was established in 2000 to recognize and celebrate
immigrant contributions to culture and society in the United States, with a focus
on biomedical science and the arts and humanities. In 2025, the foundation
awards a total of $250,000 in prizes to immigrant scientists, honoring foreign-
born professionals at the forefront of research in immunotherapy, brain imaging,
metabolite-based therapy, and human development. Marianne Bronner receives
the $100,000 Vilcek Prize in Biomedical Science; Elham Azizi, Guosong Hong, and
Maayan Levy each receive a $50,000 Vilcek Prize for Creative Promise.

Marianne Bronner
California Institute of Technology
Marianne Bronner was 4 years old when her family fled communist Hungary. Her
early enthusiasm for physics transformed into a fascination with developmental
biology, particularly the functions of neural crest stem cells (NCSCs). This group
of transient, migratory cells found early in vertebrate development differentiate
into a wide variety of cell types in the body and may have potential in regenerative
therapies. Bronner's career-long examination of NCSCs has led to the identification
of the mechanisms that drive genetic regulation of cell migration and differentiation,
and furthered scientists’ understanding of NCSC involvement in congenital
disorders, cancer metastasis, and heart regeneration. She receives the Vilcek Prize
for advancing science’s understanding of how NSCSs contribute to the development
of the nervous system, heart, and skeleton.

A pioneer in her field, Bronner prioritizes helping mentees develop their strengths
and navigate careers. "I've never taken for granted the access to opportunities in a
free country that helped me realize my dream of being a scientist.”

Elham Azizi

Columbia University

Elham Azizi embodies the concept of a multidisciplinary approach to difficult
problems. The Iranian-born computational biologist leverages an innate curiosity
and background in genomics and bioengineering to reveal insights into cancer
progression and persistence. She receives a Vilcek Prize for Creative Promise in
recognition of ongoing efforts to enlist machine learning and artificial intelligence to
unmask how the immune system interacts with complex diseases.

Azizi's efforts capitalize on tools offering an unprecedented opportunity to model
a patient’s unique immunological fingerprint and disease phenotype. “The ultimate
goal is to translate strategies for targeting cancer and other diseases into effective,
personalized immunotherapies for patients.”

Guosong Hong

Stanford University

Born to working-class parents in China, Guosong Hong's fascination with the
physical and chemical properties of matter was ignited by a children’s book

of chemistry experiments. Now a materials scientist at Stanford University,

his research has accelerated breakthroughs in biological imaging and
neuromodulation. Hong receives the Vilcek Prize for Creative Promise in recognition
of his development of noninvasive methods to visualize complex physiological
processes in real time.

Hong's work to optimize deep-tissue and brain imaging promises to allow
glimpses of previously invisible biological processes. “The culture of academic
freedom in this country has guided my career,” he says. “Collaborations with brilliant
colleagues continue to motivate new discoveries.”

Maayan Levy

Stanford University

Immunologist and microbiologist Maayan Levy receives the Vilcek Prize for Creative
Promise in recognition of her work on the efficacy of metabolites for the prevention
and treatment of cancer, chronic inflammation, and other diseases.

Growing up in Israel, Levy witnessed firsthand how immigration can affect
integration and equality; she carries this core experience in her practice, and
advocates for minority students in the sciences. She is also a passionate supporter
of women in STEM, especially those with children. As a principal investigator and
mother, Levy appreciates the demands and rewards of each role and advocates for
colleagues balancing parenthood and careers in science. “Creating an environment
that minimizes compromises between being a scientist and mother encourages
people to excel at both.”
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Keeping our eye on the hall

nnerving. Concerning. Alarming. This is how
many in the research community are describing
the first weeks of the Trump administration.
The flurry of White House executive orders
included withdrawals from the Paris Climate
Agreement and the World Health Organiza-
tion, limiting America’s seat at the global sci-
entific community table. Other edicts, striving to roll
back decades of anti-discrimination and immigration
policies, could make it more difficult to recruit and
keep top science and technology talent. The tempo-
rary freeze on hiring, meetings, and communications
across federal agencies such as the US National Sci-
ence Foundation and the US Department of Health
and Human Services, including the US Food and Drug
Administration, the US Centers for
Disease Control and Prevention, and
National Institutes of Health, has
created uncertainty and put public
health and research in limbo.

Although these orders raise con-
cerns, it is too early to know how
they might be clarified, modified,
implemented, or even rescinded. In
particular, the scientific community
should not allow these signals to dis-
tract it from fostering a resilient sci-
ence and technology enterprise over
the long term.

Jarring as it may be, this transition
of government is an opportunity to
reflect on the responsibilities of sci-
entists and engineers to advocate for thoughtful invest-
ments in science that meet the challenges facing global
society. These times should inspire a renewed determi-
nation to strengthen and safeguard research. This re-
quires the scientific community to meet the future with
measured optimism.

In the US, science has flourished under investments
in fundamental research and cooperation between
government, industry, academia, and philanthropy.
For many Americans, these investments have provided
quality education, expanded job opportunities, and en-
sured healthier lives. But the strategies that supported
science in the 20th century need to keep up with the
accelerated pace of technological change and threats
to the well-being of society and the planet in the com-
ing years.

As part of the commitment of the American Associa-
tion for the Advancement of Science (AAAS, the pub-
lisher of Science) to accelerate a new era of investment,

“These times
should inspire...
determination

to strengthen
and safeguard
research.”

there will be a sneak peek of a Vision for American Sci-
ence & Technology (VAST) at the AAAS Annual Meeting
this month in Boston, Massachusetts. With the guid-
ance of a task force (of which I am a member) represent-
ing 70 leaders in industry, government, and academia,
VAST will unveil recommendations to reshape research
and development strategies to promote investment and
cross-sector collaborations in materials science, quan-
tum computing, artificial intelligence, biotechnology,
energy, and other areas essential to economic develop-
ment and national security.

VAST recognizes the benefits that US-educated in-
ternational scientists bring to the United States. But
investments in the scientific enterprise will wither un-
less more Americans are empowered to enter science,
technology, engineering, mathemat-
ics and medicine (STEMM). In my
roles at AAAS and academia, I am
committed to ensuring that societal
and scientific challenges are met by
problem solvers from a broad range
of backgrounds, experiences, and
geographies, who are prepared to
make a difference.

Even as the legal landscape
evolves, AAAS remains steadfast in
its determination to develop this es-
sential workforce. As the backbone
organization of the STEMM Oppor-
tunity Alliance, AAAS and 260 part-
ner organizations are following a
road map for adding 20 million new
STEMM workers to fortify the US economy by 2050.

This moment of transition in the United States is
also a reminder for scientists to engage policy-makers
and reach out to communities in the spirit of coop-
eration and service. In a Pew Research Center survey
released late last year, only 45% of Americans said
that scientists are good communicators, whereas 65%
believe scientists are focused on solving real-world
problems. The scientific community must take this
feedback seriously if it is to bolster public trust and
establish stronger mutual respect.

Athletes are often told to “keep their eyes on the
ball.” The future of science requires the scientific com-
munity to follow this same advice by providing thought-
ful investments, a strong and adaptable workforce, and
dedication to scientific responsibility. The primary job
at this moment is to stay focused on the work that ad-
vances these goals.

-Willie E. May

10.1126/science.adw4149
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A world less safe and secure

n 20 January, President Trump announced
the withdrawal of the United States from the
World Health Organization (WHO). President
Trump shares many of the same concerns about
WHO as previous administrations, including
improved transparency, financial oversight, and
accountability. He also believes that China has
exerted undue influence on WHO—a charge that WHO
adamantly denies. But the US cannot influence WHO if
it is not at the table. WHO will remain at the center of
global health governance, but this withdrawal will limit
US leadership to protect public health and challenge
WHO coordination in facing global challenges.

The US was central to the creation of WHO and has
been its most influential member for over 75 years. US
leadership has been foun-
dational to WHO’s achieve-
ments, from the eradication
of smallpox and ongoing
polio eradication initiative
to its health-for-all strat-
egy. As WHO’s largest state
funder, the US provides 22%
of WHO’s assessed contribu-
tions, alongside funds earmarked to US priorities, in-
cluding HIV/AIDS and health emergencies.

Yet, when the US joined WHO in 1948, a joint reso-
lution of Congress gave it the “right to withdraw from
the Organization on a 1-year notice.” Withdrawing from
WHO now will forfeit US voting power and political
leadership at the World Health Assembly, the WHO
decision-making body, severely reducing its ability to
set the world’s health agenda, defend fundamental US
interests, and advance crucial WHO reforms. The US
will be on the outside looking in while the most con-
sequential decisions are taken, including the adoption
of a new Pandemic Agreement and the election of the
next director-general in 2027. As global norms are set
and scientific standards issued, the absence of the US
will undermine scientific research, health security, and
foreign policy.

The US benefits from WHO collaborations to advance
scientific research. Seventy-one WHO Collaborating
Centers are based in the US, including 18 at the Centers
for Disease Control and Prevention. Withdrawing from
WHO will limit domestic public health agencies and
the US pharmaceutical industry, which rely on access
to disease surveillance, pathogen samples, and genomic
data through a vast network of WHO laboratories and
other partners. As the US faces a major H5N1 influenza
outbreak in livestock, US scientists would have reduced

“The US will be on

the outside looking in...”

access to WHO’s Global Influenza Surveillance and Re-
sponse System to develop lifesaving countermeasures
against H5N1 and ensure seasonal influenza vaccines.

WHO membership provides extensive networks to
support US health security, safeguarding American
lives and economic growth. WHO’s Global Outbreak
Alert and Response Network provides real-time data
on novel outbreaks needed for early detection and re-
sponse. The US has long looked to WHO to strengthen
alliances and advance its national interests. If the US
becomes the only major country outside WHO, allies
would view America as an unreliable partner. It would
feed a subversive narrative that the US is not a genuine
partner with the Global South and weaken US diplo-
macy throughout the world.

Absent US funding and
leadership, WHO could be
severely weakened, making
every country less healthy
and safe. The agency’s bud-
get gap will be roughly $3.3
billion, with no state likely to
compensate for that funding
gap. Loss of US support will
diminish WHO?’s ability to identify, report, and respond
to public health emergencies. Much of WHO’s work is
unseen but critically important, including technical as-
sistance, standard setting, and advocacy for evidence-
based policies.

Within the World Health Assembly, new power struc-
tures and alliances will emerge that may shift key WHO
policies important to the US in preparing for future
pandemics, including the 2024 amendments to the In-
ternational Health Regulations and a new Pandemic
Agreement. Advancing US health priorities outside of
WHO cannot compensate for being at the table in the
world’s premier health agency.

WHO without US leadership may give rise to a new
global health order, where the loss of WHO authority
will push other nations toward bilateral initiatives that
advance national geopolitical priorities. This fractured
global health ecosystem will undermine international
cooperation and global solidarity necessary to respond
to health threats that transcend national boundaries. It
will also make it far more difficult to ensure equitable
access to lifesaving medical resources—an important
lesson from the COVID-19 pandemic. Without US lead-
ership, this new multipolar governance landscape will
reshape the very meaning of global health, challenging
a divided world as it faces future health challenges.

—-Lawrence 0. Gostin and Benjamin Mason Meier
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&k It's stunning to me. Why are they capitulating in advance?%9

University of North Carolina at Chapel Hill biologist Mark Peifer, in STAT, about the American Society
for Microbiology's removal of projects from its website. The group said it was reviewing those related to President
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esearchers in Uganda launched the first trial of
a new candidate vaccine against the Sudan ebola-
virus on 3 February, just 4 days after the coun-
try announced a new outbreak of the deadly
pathogen. Merck developed the vaccine (pictured
above) but ultimately donated it to the nonprofit
IAVI. Data from a study in healthy volunteers presented
at a 2024 meeting showed the vaccine is safe and trig-
gers an immune response. The trial, led by the World
Health Organization and Makerere University, will use

A slightly menacing asteroid

SPACE DEFENSE | Astronomers recently
identified an asteroid they calculated has a
1.5% chance of striking Earth in December
2032 and is large enough to cause “severe”
blast damage up to 50 Kilometers from
the impact site. The object, dubbed 2024
YR4, measures between 40 and 90 meters
in diameter and was observed in late
December 2024 by a telescope in Chile
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Donald Trump's executive orders restricting federally funded research on diversity and other topics.

INFECTIOUS DISEASES

New Ebola vaccine tested in Uganda outbreak

operated by the University of Hawaii.
NASA ranks it as a three on the Torino
scale—which ranges from zero, or no risk
of collision, to 10, certain collision—making
it the second highest ranked asteroid after
one named Apophis, which was spotted in
2004 and reached a rating of four before
further tracking brought it back to zero.
Additional observations of 2024 YR4 will
help researchers refine the asteroid’s orbit
and its chance of impact.

an unusual ring vaccination design, in which vaccines are
given to contacts of known patients as well as contacts’
contacts. (The same setup helped demonstrate efficacy of
Merck’s vaccine for the better known Zaire ebolavirus dur-
ing a large 2014-16 outbreak in West Africa.) Uganda an-
nounced on 30 January that a nurse in Kampala had died
of Sudan Ebola, which kills between 41% and 70% of those
infected, marking the country’s sixth Ebola outbreak since
2000. As Science went to press, health workers had found
45 of the nurse’s contacts but reported no new cases.

Nonopioid pain drug approved

BIOMEDICINE | A long-awaited nonopioid
pain drug won approval last week from

the U.S. Food and Drug Administration to
treat moderate to severe short-term pain,
such as from tissue injury after surgery or
trauma. Suzetrigine, an oral drug marketed
by Vertex Pharmaceuticals as Journavx, is
the first of a new class of pain treatments
to reach the market. They are designed to
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avoid risks—including slowed breathing

and the potential for addiction—that come
with opioid drugs like oxycodone. Rather
than targeting opioid receptors in the brain,
suzetrigine works by blocking a sodium
channel called Nav1.8 on pain-sensing
nerves. It outperformed a placebo in its two
pivotal trials, in people with acute pain after
surgeries to remove bunions and excess
abdominal fat. Many hope suzetrigine will
also prove effective against harder to manage
chronic pain conditions. But a phase 2 study
of people suffering from one such ailment,
the nerve condition lumbosacral radiculopa-
thy, found that levels of pain reduction from
the drug and a placebo were statistically
similar. The company said it plans to proceed
with a phase 3 trial involving chronic pain
“pending discussions with regulators.”

Research monkeys die in accident

ANIMAL WELFARE | Twenty-two monkeys
died of carbon monoxide poisoning in
November 2024 at a facility operated by
one of the largest suppliers of the animals
for U.S. research, a regulator said this week,
marking another in a series of problems
reported there. The dead were among

54 cynomolgus macaques housed in an
enclosure at Alpha Genesis’s facility in
Yemassee, South Carolina, which holds

a total of 6000 monkeys. The 54 were
apparently exposed to the gas from a
malfunctioning heater, the U.S. Department
of Agriculture says in a report, which cited
the company for a “critical” violation of the
Animal Welfare Act, the most serious cate-
gory. Two weeks earlier, 43 monkeys escaped
the facility, as had dozens more in earlier
incidents stretching back to 2014. Alpha
Genesis received more than $19 million in
contract payments from the U.S. National
Institutes of Health in 2024.

China builds laser fusion lab

ENERGY | China appears to be constructing
a massive laser fusion research facility in
southwestern Sichuan province, accord-
ing to expert analysis of satellite photos.
The complex, which has a target chamber
at the center of laser bays, could be used
for research on both nuclear weapons

and clean energy, according to specialists
quoted by Reuters last week. They esti-
mate the device’s experiment bay is larger
than that of the National Ignition Facility
in California, which currently hosts the
world’s most energetic laser. In what is
called inertial confinement fusion, intense
lasers heat and compress a small fuel pel-
let containing isotopes of hydrogen until
pairs of nuclei fuse into helium nuclei

SCIENCE science.org
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A worker last month took radiation
readings at the Chornobyl
Nuclear Power Plant in Ukraine.

Trump freeze stops nonproliferation projects

resident Donald Trump’s administration’s freeze on U.S. foreign aid has ground to a

halt hundreds of nonproliferation and research-security programs in many countries.

Among the casualties are efforts to secure dangerous pathogens in labs, train bio-

logists to disrupt a bioweapon attack, strengthen controls on the export of sensitive

technologies, and prevent rogue nations from evading international sanctions. “We're
really cutting off a lot of information that's crucial for us to understand what's going on in
the world, and that's dangerous,” says Shawn Baker-Garcia, CEO of Coalescion, a nonprofit
that carries out nonproliferation work. In Ukraine, for example, the suspensions include proj-
ects to restore a science lab near the defunct Chornobyl Nuclear Power Plant that Russian
troops vandalized in 2022 and install new radiation monitoring equipment at radioactive-
waste storage sites nearby. Nonproliferation specialists are hoping a review, led by U.S.
Secretary of State Marco Rubio, will validate their programs as vital to U.S. interests and
allow them to continue (see related story, p. 564).

and release energy. Such facilities can also
study nuclear weapon physics without a
test explosion, which is prohibited by the
Comprehensive Nuclear-Test-Ban Treaty.
Reuters reported that officials in China did
not respond to requests for comment.

Divisive U.K. autism study halted

GENETICS | Organizers have shelved a
controversial U.K. project that planned to
scan the DNA of 10,000 autistic people to
learn more about the condition and health
problems that accompany it. The Spectrum
10K study, launched by University of
Cambridge scientists in 2021, received
endorsements from celebrities and
attracted thousands of volunteers. But it
also triggered a public backlash, with some
in the autistic community voicing fears
that researchers sought to develop a pre-
natal test for autism, raising the specter of
eugenics. Others demanded more transpar-
ency about how data would be used. The
project was paused within 1 month of its
launch and became beset by delays before
its organizers last week announced they

were pulling the plug. They said that since
the study’s inception, teams around the
world have collected health and genetic
data about autistic people that U.K.
researchers can access, avoiding the need
to collect new data.

Ex-NOAA director chosen again

ENVIRONMENT | President Donald Trump
this week nominated meteorologist Neil
Jacobs to lead the U.S. National Oceanic
and Atmospheric Administration (NOAA).
During Trump’s first term, Jacobs led
NOAAs satellite and weather prediction
divisions and served as acting adminis-
trator from 2019 to 2021. He has since
remained active in efforts to improve
weather forecasting. His nomination

will likely face scrutiny because of his
role during “SharpieGate” in 2019, when
Jacobs collaborated with Department of
Commerce operatives to issue a statement
reprimanding an office of the National
Weather Service. That office had coun-
tered Trump’s inaccurate statement that
Hurricane Dorian could strike Alabama.
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_,U:STscience agencies are
Struggling to conform to orders
" from President Donald Trump.
e

Trump orders cause chaos at science agencies

Wild week of canceled meetings, program changes, and data purges creates high anxiety

By Jeffrey Mervis

t was one of those head-snapping, blink-
and-you’ll-miss-it weeks in Washington,
D.C. Many U.S. science agencies abruptly
abandoned normal operations last week
to focus on a slew of executive orders
from President Donald Trump targeting
what he calls “woke gender ideology;” di-
versity, equity, and inclusion (DEI); foreign
aid; the “green new deal;” and support for
“nongovernmental organizations that un-
dermine the national interest” Those orders,
which began to flow just hours after Trump’s
20 January inauguration, led agencies to
temporarily suspend new awards, review
existing grants, block grantee access to
funds already allocated, and halt meetings
of grant-review panels. They also removed
calls for proposals in specific areas, websites,
and access to public databases that deal with
now off-limits topics. Adding to the chaos:
a 27 January White House memo intended
to freeze huge chunks of federal spending
deemed to violate the executive orders.
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The torrent of activity left many research-
ers bewildered—and fearful of what might
come next.

As Science went to press, a few agencies
had backed off some of their initial steps. The
National Science Foundation (NSF), which
had blocked grantee access to its cash man-
agement system, lifted the hold on 2 Febru-
ary. The National Institutes of Health (NIH),
which hadn’t frozen grants but canceled
key funding meetings, expected to resume
at least some meetings of committees that
review proposals. And two federal judges,
ruling on different lawsuits, blocked imple-
mentation of the memo that froze funding,
which the White House soon withdrew.

Yet many scientists remain in limbo at
thousands of academic institutions and
nongovernmental agencies that rely on fed-
eral research grants. And some lawmakers,
especially Democrats, are complaining vo-
ciferously that agency attempts to comply
with Trump’s executive orders violate laws
that govern many science agencies. The laws
“are not optional, and they cannot be uni-

laterally wished away by executive order,”
Representative Zoe Lofgren (CA), the senior
Democrat on the House of Representatives
science committee, warned in a 2 February
letter to the heads of five major research
agencies, urging them to fight back.

Such warnings suggest turmoil is far
from over. Here’s a review of what’s hap-
pened so far.

WORK AND FUNDING PAUSES
The 27 January White House memo triggered
a frenzy among institutions and organiza-
tions, which receive most federal research
grants and funnel the money to investigators.
Some took the unilateral, preemptive step
of telling scientists to suspend travel or pur-
chases connected with those grants, in some
cases causing immediate hardship. NSF’s
payment freeze led some of the postdocs it
funds to complain on social media they were
unable to pay rent and other bills.

Some agencies reversed course, however,
after a federal judge issued a temporary re-
straining order blocking the memo’s imple-
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mentation on 31 January. This week, a second
judge extended a similar order blocking the
‘White House memao.

Although the spending memo has been re-
scinded, the executive orders governing how
it would have been applied remain in force.
For some agencies, that has meant stopping
work already underway or telling scientists
that efforts focused on DEI and accessibility
(DEIA) are no longer valued.

On 23 January, for example, NASA told
all grantees and contractors to “immediately
... cease and desist all DEIA activities.” One
early casualty was a program pairing NASA
mission scientists with college students from
underrepresented groups, including training
those scientists to be better mentors.

On 27 January, the Department of Energy
(DOE) issued similar guidance, and the next
day its $8 billion Office of Science withdrew
a requirement that researchers include a
plan for Promoting Inclusive and Equitable
Research (PIER) in every research proposal.
DOE told reviewers judging proposals al-
ready in the pipeline to ignore any PIER
plans, saying they wouldn’t affect what DOE
decided to fund.

One academic physicist who requested an-
onymity to protect relations with DOE char-
acterizes the change as a return to business
as usual, noting that DOE didn’t provide ad-
ditional funds to support PIER activities. The
Office of Science “didn’t get into DEI with
exuberance, and it didn’t get out of DEI with
exuberance,” the physicist quips.

EXISTING GRANTS VETTED

NIH says the agency is not reviewing
awarded grants—although they are vetting
language in some announcements that invite
scientists to submit proposals on a particu-
lar topic. So far, NSF appears to be the only
agency to have created a system for deciding
whether an already awarded grant violates
the executive order.

NSF officials declined to comment on
the intricate, multistep process, which
began last week. But people with direct
knowledge say it started with NSF senior
managers selecting 10,000 grants, from a
pool of roughly 50,000 active awards, for
review. They then enlisted staff to vet the
awards using a list of key words that in-
cluded “diversity,” “inclusion,” “women,”
and “race.” To be sure, a sizable share of
those words refers to scientific designa-
tions, such as plant diversity, that have
nothing to do with DEIA; those awards
were dropped from the review.

Some 1200 grants, however, contained
two or more potential red flags, the
sources said. Most were in NSF’s education
directorate, one of the agency’s eight ma-
jor granting units. Those grants were then
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subjected to closer scrutiny, with an eye
toward identifying those openly designed
to broaden the pool of NSF investigators
but outside the typical definition of a DEIA
project. Among others, grants awarded un-
der NSF’s 44-year-old program to support
scientists in rural states that historically
get little NSF funding appear to be getting
a close look.

The winnowing process is expected to yield
a small number of projects that will need to
be modified so the investigators can continue
the work without violating the executive or-
der. But it’s not clear how many projects will
be affected.

“The goal is to try and make sure that ev-
ery [active] award is fully funded,” says one
NSF staffer who requested anonymity for fear
of retribution. “After all, they were chosen for
both scientific merit and broader impacts,” a
reference to the two criteria that NSF uses in
making every award.

“Our country is hobbling
ourselves by

canceling these programs.”

Needhi Bhalla
University of California, Santa Cruz

NEW AWARDS PAUSED

NSF stopped posting notices of new awards
the day after Trump took office, apparently
preparing for the review of its existing grants.
As Science went to press, that pause was still
in place, but several NSF sources said they
expected it to be lifted this week once the vet-
ting ended.

At NIH, applications for grant renewals or
new proposals face scrutiny. If they involve
DEIA, NIH sources say, they will be declined,
or investigators will have to remove that com-
ponent before the proposal is considered.

DATABASES REMOVED

A 29 January memo from the Office of Per-
sonnel Management gave agencies 2 days
to pull down websites and end projects that
“inculcate or promote gender ideology.” At
the Centers for Disease Control and Pre-
vention (CDC), that purge swept up multi-
ple web pages involving race or containing
the term LGBTQ (for lesbian, gay, bisexual,
transgender, and queer). Many pages that
went dark provided access to CDC data,
such as the results of a widely used survey
of youth risk behaviors and the agency’s
social vulnerability index, which uses met-
rics such as poverty to rank communities’
vulnerability to natural disasters. Scien-
tists and advocacy groups rushed to down-
load data before the deadline.

“I knew it was going to be bad, but I
didn’t know it was going to be this bad,” says
Angela Rasmussen, a virologist at the Univer-
sity of Saskatchewan who says she spent half
a night trying to download data on influenza
surveillance. “It’s like a data apocalypse.”

SOLICITATIONS WITHDRAWN

NIH staff have pulled down descriptions of
initiatives offering funding of efforts to im-
prove DEIA and have revised requests for
proposals that violate the orders. For exam-
ple, the web pages for Maximizing Opportuni-
ties for Scientific and Academic Independent
Careers, a program that helps postdocs from
diverse backgrounds transition to indepen-
dent research, have disappeared.

The program announcement for NIH’s
main science, technology, engineering, and
math education program, the NIH Science
Education Partnership Award, has also van-
ished. Several training grant solicitations
have been altered so that they now appear
to have expired.

“Our country is hobbling ourselves by
canceling these programs,” says cell bio-
logist Needhi Bhalla of the University of Cal-
ifornia, Santa Cruz. These undergraduates,
graduate students, and postdocs “bring
important, unique, and novel insights and
breadth to solving challenging, scientific
problems,” she adds.

NIH is also revising study descriptions
for clinical trials and other studies seek-
ing to recruit diverse cohorts. The changes
are intended to make clear that the goal is
not to give preference to a minority group,
but to ensure that research focuses on all
populations afflicted with a disease. But sci-
entists within and outside NIH worry those
steps may not be enough to satisfy politi-
cal appointees at the Department of Health
and Human Services, NIH’s parent agency.

NSF, too, has taken down online program
announcements, including both ongoing so-
licitations and new calls for proposals to ad-
vance work in a specific or field topic. These
actions, in some cases erasing any record
of the announcement, differ from NSF’s
standard practice of retiring, or archiving,
a solicitation because it is outdated or NSF
decided to reallocate the funds.

Much remains uncertain, as agencies
wait for additional guidance from the White
House on how to implement Trump’s ex-
ecutive orders. They will then tell grantees
what to do to adhere to the terms of their
awards. The stakes are high for science.
NSF, for one, has already reminded institu-
tions they risk losing their grants if they are
not in compliance.

With reporting by Adrian Cho, Jocelyn Kaiser,
Paul Voosen, and Meredith Wadman.
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After abuse, Inuit group closes off ancient rock belt

The nearly 4-billion-year-old rocks offer a look into Earth’s earliest years

By Rachel Berkowitz

or nearly 2 decades, geologist Jonathan

O’Neil of the University of Ottawa has

sampled and studied what he believes

are the oldest rocks on the planet, in

the northernmost reaches of Canada’s

Quebec province. Estimated to be
about 3.8 billion years old—and perhaps
much older—the rocks lie on tribal Inukjuak
lands near Hudson Bay, and O’Neil relied on
support from the Inuit locals to study them.
But following several incidents of abuse by
a few other scientists, the tribe has said “no
more” to all samplers.

“Other geologists who came to do re-
search took large amounts of rock and
scarred and damaged the land,” explains
Tommy Palliser, a member of the Inuit com-
munity and president of the Pituvik Land-
holding Corporation (PLC), which manages
the land for the tribe. Excavations at the
outcrops exposed near the shore of the
Hudson Bay have left the land with “jagged
edges” and looking “not pristine,” he says.
Moreover, another board member of PLC
found rock collected from the site for sale
on the internet for upward of $10,000. “We
were pretty disgusted with this,” Palliser
says. As a result, the Pituvik decided last
year to close the area to extractions entirely.

O’Neil understands the Pituvik’s decision,
noting that in 2017 he saw evidence of sam-
pling that was “not very considerate ... al-
most unethical” and a traditional inukshuk
stone structure, used as a navigational
marker by the Inuit, that had been vandal-
ized. But he and others mourn what may be
lost to science. Geologists are frustrated by
the vanishingly small amounts of material
that have survived since Earth’s formation
4.56 billion years ago, says Aaron Cavosie,
a geologist at Curtin University who studies
ancient minerals. For now, the Acasta Gneiss
in northwestern Canada holds the age record
at 4.03 billion years old, based on easy-to-
date zircon crystals embedded in its grains.

But the Hudson Bay rocks, part of the
Nuvvuagittuq Greenstone Belt, are not far
behind. Gold-standard dating techniques on
zircon-rich samples from the Nuvvuagittuq
have repeatedly confirmed a 2002 date of at
least 3.75 billion years old. And based on an
unusual isotope signature in their composi- & : :
tion, O’Neil believes the rocks at Nuvvuagit-  The layered rocks (bottom) of the Nuvvuagittuq Greenstone Belt (top) may preserve traces of early life and
tuq are older. He says he has the material  primordial magnetic fields that scientists hoped to study.
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needed to make that argument, but also that
he hoped to revisit specific areas to study
early traces of life such as microscopic struc-
tures and mineralized chemical byproducts,
which he will now not be able to do.

Other scientists were also drawn to the
unusual formations. PLC handled permits
and arranged logistics in the 521-square-
kilometer region surrounding the com-
munity of Inukjuak. Inuit leaders guided
permitted scientists, who collected any-
where from a single grapefruit-size sample
to several hundred Kilograms of rocks.
“Sometimes I would bring people myself, by
canoe,” Palliser says. He recalls the beauty
of the rocks, which Pituvik Elders describe
as Qupuartuuq: rock with different shades
of colors. “When you look at it, you can re-
ally see the swirls of blacks and whites and
grays,” Palliser says.

But in 2016, he recalls, a group branding
itself as “museum curators” brought exca-
vating equipment to Inukjuak, ferrying it to
the site in a large boat. “When we realized
they were taking such large amounts of rock
we were astonished,” he says. PLC limited
samples eventually down to softball size be-
fore the COVID-19 pandemic shut down the
site. But when site visits resumed and when
Palliser and others saw some of the extrac-
tors trying to profit off these rocks “without
our knowledge and consent,” they’d had
enough. The Pituvik pulled the plug.

Losing access will deprive scientists of
the chance to study some of Earth’s earli-
est years. Claire Nichols, a geologist at the
University of Oxford who studies early
Earth’s magnetic field, found records of
ancient magnetism in Greenland rocks
that were part of an ancient ocean’s crust.
“We were excited to see if the same was
true for Nuvvuagittuq,” she says, given it
was also part of an ancient ocean. Her re-
quest to visit the rock belt last year and
collect samples was denied, but she under-
stands why. “There have been many issues
with bad sampling practice” in her field of
paleomagnetism, she says.

The incident may have a silver lining. PLC
is now collaborating with scientists to fund
and set up a provincial park that would pro-
tect the Nuvvuagittuq rocks. “There would
be no more taking of material. You come
and see firsthand the geology and the rocks
themselves,” Palliser says. The Inuit com-
munity would remain stewards of the land,
and that’s as it should be, O’Neil says. “For
most people this may be a remote area in
the Canadian North, but this is home for
the Inuit people and has been for hundreds
of years.”

Rachel Berkowitz is a freelance journalist based in
Eastsound, Washington, and Burnaby, Canada.
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A massive press at Arizona State University will subject rocks to deep-Earth pressures and temperatures.

EARTH SCIENCE

New complexity emerges in
Earth’s ‘boring’ middle region

Planetary CT scans and lab experiments reveal layering
and intricate flows in the mantle

By Paul Voosen

arth’s middle depths are dull, or so

geophysicists thought. The crust is

fractured and convulsed by plate tec-

tonics; in the core, churning liquid iron

generates the planet’s magnetic field.

In between is the mantle, 2900 Kilo-
meters of hot, pressurized rock, convecting
feebly like a superslow lava lamp. Studies
of earthquake waves that probe the mid-
dle mantle showed little structure other
than plumes of hot rock rising all the way
through its thickness and the remnants of
surface plates, called slabs, that have slid
from the surface to its depths.

New work is changing that picture. A
mysterious new mantle layer has emerged,
and the mantle’s flow patterns appear
more complex than was thought. They are
hectic, variable, jumbled, with some reach-
ing the mantle’s surface and some stalling
below, rather like the erratic churning in a
pot of potatoes that has just reached a boil.
For a long time, much of the mantle was
thought “boring,” says Dan Shim, a mineral-
ogist at Arizona State University (ASU).
“But now we’re starting to see some com-
plexity there.”

Geophysicists use the shifting speeds of
earthquake waves as they pass through the
mantle to create a sort of planetary CT scan,
a coarse reconstruction of Earth’s interior.

A decade ago, a breakthrough paper in Na-
ture made a definitive case that plumes of
superhot rock can rise all the way from the
mantle’s base to the crust, fueling hot spots
such as Hawaii. But that paper, and others
since, also revealed a puzzle: Although some
hot spots made it all the way through, many
plumes—along with sinking slabs—also
stalled and flattened at various points. “It all
started by observing these flat slabs and flat
plumes,” says Claudia Adam, a geophysicist at
Kansas State University.

One sticking point appeared at a depth of
660 kilometers. It made geophysical sense:
Seismic waves uniformly change speed at
this depth, where ringwoodite, a form of
olivine—the upper mantle’s predominant
mineral—breaks down under immense
pressure into two other minerals. But re-
searchers were puzzled by another stagna-
tion, seen at a depth of 1000 kilometers,
where there is no known transition in man-
tle minerals and no detected change in the
speed of earthquakes.

In work presented late last year at an
American Geophysical Union meeting,
however, geophysicist Keely O’Farrell at the
University of Kentucky and Yuping Wang,
a former graduate student, glimpsed a
change in mantle properties at 1050 Kilo-
meters’ depth. The change marks the start
of what they’ve dubbed the middle mantle
transition zone (MMTZ).
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The duo began with three distinct pictures
of the mantle, built with different seismic
techniques. They let a machine learning al-
gorithm search broadly through each meth-
od’s data set for depths where seismic waves
changed in behavior. This unbiased hunt
turned up the well-known discontinuities,
but also something fresh: the MMTZ. “We're
confident it’s there and it’s something we
should explore,” O’Farrell says.

The new evidence builds on earlier hints.
A decade ago, there were some seismic
signs, published in Science, suggesting the
mantle grew more viscous below 1000 Kilo-
meters. In 2023, a paper in Nature Commu-
nications reported a speed change at that
depth under the Pacific Ocean. And that
same year, a Nature paper suggested an
increase in the grain size of the dominant
minerals at that depth might explain the
seismic changes. Meanwhile,
differences between the iso-
topic ratios of noble gases
emitted at hot spots, which
vent the deep mantle, and
at midocean ridges, which
tap shallower depths, also
suggest something is inhib-
iting mantle convection in
this depth, adds Rita Parai,
a geochemist at Washington
University in St. Louis. “The vibes are right.”

While geophysicists begin to explore this
mysterious new layer, mineralogists are up-
ending understanding of the more familiar
transition, at 660 kilometers. For many de-
cades, geophysicists thought it had a uni-
form depth. But improved seismic evidence
has shown that, puzzlingly, when a mantle
plume or slab hits this boundary, it shifts up
or down by 20 Kkilometers.

Three recent experimental studies, in-
cluding one published last week in Nature
Communications, have squeezed mantle
minerals to enormous pressures to re-create
the phase transitions—changes in minerals’
crystal structure—that take place around
this depth. The studies show that depend-
ing on the temperature of the material, the
depths and pressures of the transitions can
vary far more than once thought, explaining
why the seismic boundary shifts up or down.
And because a phase change alters the den-
sity of the rock, these variations also change
its buoyancy. “They’re nonlinear,” says Junjie
Dong, a mineral physicist at the California
Institute of Technology who led the Nature
Communications study. That means the in-
trinsic heat of a descending continent or ris-
ing mantle plume could starkly alter whether
it stagnates at this layer.

The first of the three studies, published
in Nature in 2022, looked at why the so-
called 660 boundary sometimes gets pushed
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“It all started
by observing these
flat slabs

and flat plumes.”

Claudia Adam
Kansas State University

downward where descending slabs hit it.
The researchers squeezed and heated min-
erals to mantlelike conditions in massive
multi-anvil presses in Germany and Japan
while monitoring their composition with
x-rays. They found that at the colder tem-
peratures seen in old slabs, such as one
descending under Japan, the biggest factor
affecting their density is a phase change in
akimotoite, a rare silicate mineral, not ring-
woodite. That akimotoite transition takes
place at slightly greater depths, depressing
the boundary.

A second study from many of the same
researchers, published in Nature Geoscience
in 2023, looked at another phase change, in
which garnet breaks down into bridgmanite
and corundum, the second hardest mineral
after diamond. They found that the pressure
needed varied widely with temperature,
meaning this phase change
could simultaneously help
stall subducting slabs and ac-
celerate hot mantle plumes,
says Takayuki Ishii, a mineral
physicist at Okayama Univer-
sity who led the work. “Such
a polarity change in one tran-
sition had never been discov-
ered before,” he says.

In the most recent study,
Dong and co-authors returned to the classic
ringwoodite transition. At the time of their
experiment, the United States lacked an ap-
propriate multi-anvil press. Instead they
relied on a less capable press that could
not quite match mantle conditions, then
used machine learning to combine their re-
sults with previously published data. They
charted how ringwoodite altered at differ-
ent temperatures and pressures, finding
evidence that its phase transition wouldn’t
do much to impede subducting slabs—more
evidence that akimotoite instead is the
dominant player, Shim says.

Enlisting artificial intelligence to com-
bine experimental data from different
methods leaves some wary, including Shim.
The next step, in his view, is to study all
of the transitions around the 660 layer to-
gether in one experiment. A new $14 mil-
lion multi-anvil press should make that
possible in a few months when the Facility
for Open Research in a Compressed Envi-
ronment (FORCE), backed by the National
Science Foundation, opens to U.S. scientists
at ASU. “We'’re looking forward to having
that capability and approaching this prob-
lem,” Shim says.

O’Farrell is hopeful that FORCE will
also be able to simulate conditions at the
1000-kilometer boundary she has glimpsed.
“We're going to make a list: ‘Can you squeeze
all these things for us?’”

INFECTIOUS DISEASES

Indonesia’s
new capital
poses public
health risks

Scientists worry about
potential rise in malaria and
insect-borne viral diseases

By Dyna Rochmyaningsih

ne of the biggest infrastructure proj-

ects in Southeast Asia is unfolding at

the edge of the rainforest on eastern

Borneo: the construction of a new

Indonesian capital. Ibu Kota Nusan-

tara (IKN), as it’s called, will replace
Jakarta, which is overcrowded and sinking
at an alarming rate, making it increasingly
flood-prone. Already, some 17,000 hectares
of pulpwood plantations and mangroves
have been cleared, and buildings are rising.
The first occupants are expected to arrive in
a few years.

They may, however, be moving into
harm’s way. The province of East Kaliman-
tan, where IKN is located, is a hot spot for
vector-borne diseases such as malaria. It
may also host a relatively rare form of ma-
laria caused by the parasite Plasmodium
knowlesi. As deadly as the better known
P. falciparium, it thrives in degraded for-
est areas and is on the rise in Southeast
Asia. Without more research and control
measures, moving at least 1 million people
from malaria-free Jakarta to the new capital
“will be naive,” says epidemiologist Henry
Surendra of Monash University, Indonesia,
the first author on a December 2024 com-
mentary in Nature Communications about
IKN’s public health risks.

IKN is the legacy of former President
Joko Widodo, who wanted a new capital at
the center of the giant archipelago to help
develop the eastern part of the country and
offset the dominance of Jakarta and the rest
of Java. “We need equitable development
that is not Java-centric,” Widodo said. But
critics say he appears to have picked the lo-
cation because a business tycoon who has
long supported Widodo’s political career
owns land concessions in the area. And the
project has been surrounded by controversy
from the start.
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In 2022, the Indonesian parliament ap-
proved the plan in less than 2 months,
with little public consultation. There’s
not much democratic oversight of the
powerful agency managing planning and
construction, which some say has ap-
propriated Indigenous lands on dubious
legal grounds. “So many processes were
circumvented,” says Deden Rukmana,
a professor of city planning and urban de-
sign at the University of Texas at Arlington.
Environmentalists question promises about
the sustainability of the “smart forest city,”
as Widodo has called it, and have asked for
environmental impact assessments. “We are
really demanding transparency,” says Anggi
Prayoga of Forest Watch Indonesia.

The risk of malaria and other infectious
diseases is a newer concern. Although 85%
of Indonesia’s population lives in malaria-
free zones—and the government hopes to
eliminate the disease by 2030—the country
still has more than 400,000 cases a year.
Most are in Indonesian New Guinea, but
East Kalimantan is another endemic zone,
with less than one-quarter of the popula-
tion of Indonesian Borneo but about 85%
of its malaria cases. More than half of those
are in Penajam Paser Utara, one of the two
districts IKN will straddle.

A 2020 assessment of IKN by the Na-
tional Planning and Development Agency
highlighted the risks, citing data including
the abundance of disease-carrying mos-
quitoes. At least two construction workers
caught malaria in 2022 while at the site,
according to the Ministry of Health. Last
year, 54 cases were reported there, but the
ministry claimed the patients were infected
elsewhere. Although the construction au-
thority has taken some control measures,
such as handing out mosquito nets to work-
ers, it’s not well-equipped for the job, says
Mirza Buana, a legal scholar at Lambung
Mangkurat University in Central Kaliman-

Ibu Kota Nusantara, billed
as a “smart forest city,”
has been surrounded by
controversy from the start.

tan: “It has all the authorities but no capa-
bilities.” The agency has shifted most of the
tasks—such as vector control and screening
workers entering or leaving IKN—to dis-
trict health officials, who have struggled to
keep up.

Surendra is particularly worried about
the potential spread of P. knowlesi, a para-
site first discovered in the 1930s. It emerged
as a public health threat in the early 2000s,
in areas in the Malaysian part of Borneo
where forests were cleared for oil palm
plantations. It has since been identified in
many Southeast Asian countries.

P. knowlesi primarily infects long-tailed
macaques, highly adaptable monkeys that
thrive at the forest edge, and is spread by
forest-dwelling Anopheles mosquitoes that
occasionally bite humans as well. People
working in or near the forest, including
hunters and loggers, are at the highest risk.
Because it has an animal reservoir, the dis-
ease is impossible to eliminate completely.
Mosquitoes don’t transmit P. knowlesi be-

A risky relocation

East Kalimantan province, the home of Indonesia’s new capital, is a malaria hot spot. Scientists worry in particular
about Plasmodium knowlesi, a malaria parasite that's already on the rise in the Malaysian part of Borneo.
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tween people—or very poorly—but some
scientists worry that could change.

Studies have confirmed that several
Anopheles species that transmit P. knowlesi
live in East Kalimantan, and one lab-
confirmed infection has occurred in IKN.
But Surendra says others may have gone
undetected because of the lack of mo-
lecular testing. The disease may also have
been misdiagnosed, says Ibrahim Said, a
biologist at the State Institute for Islamic
Studies, because under a microscope, P.
knowlesi can resemble P. falciparium and
P. malariae, yet another malaria parasite
found in Indonesia.

By creating puddles and other standing
water reservoirs, massive construction could
also lead to a surge of Aedes mosquitoes,
which can transmit a host of diseases, in-
cluding dengue—ofwhich IKN had 650 cases
last year—Zika, and chikungunya. “We don’t
have data on most of those diseases now,’
Surendra says, “but absence does not mean
nonexistence.” His team is planning to col-
lect blood samples from people in IKN and
surrounding areas, looking for antibodies
that could signal a past infection.

In their commentary, Surendra and his
colleagues argue for more research to assess
the risks, especially of P. knowlesi, and for
strengthening environmental monitoring and
disease surveillance. Surendra sees oppor-
tunity in the relocation as well. It may force
Indonesia to take malaria elimination more
seriously, he says, and help alleviate long-
neglected health disparities between western
and eastern Indonesia. Rukmana adds that
building a megacity in malaria-prone areas “is
very possible,” with careful planning. Without
it, “the public will become the victim.”

Dyna Rochmyaningsih is a journalist based in South
Sumatra, Indonesia.
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A new ‘mini-CRISPR’ flexes its
editing power in monkey muscles

The downsized DNA-slicing machinery may reach more
tissues to take aim at more diseases

By Jennifer Couzin-Frankel

n the years since the gene-editing tool

CRISPR burst onto the scene, it’s run

into a big limitation: The classic CRISPR

system is too unwieldy to get into many

of the body’s tissues and do its slicing

and dicing. Now, researchers from a
company co-founded by Jennifer Doudna
of the University of California, Berkeley,
who won the 2020 Nobel Prize for helping
develop CRISPR, are reporting what they
hope will be a significant step forward. In
a preprint posted last week, the researchers
describe a “mini-CRISPR” that they success-
fully shipped into muscle cells in mice and
monkeys, where it efficiently edited a gene
linked to neuromuscular disorders.

What’s reported is “truly impressive,”
says Nic Bengtsson, who studies gene edit-
ing in neuromuscular diseases at the Uni-
versity of Washington and wasn’t involved
in the work. The mini-gene editor, carried
into cells by a virus commonly used in gene
therapy, looks promising as a kind of “off-
the-shelf system, ready to use” for a variety
of conditions, he says. Still, he cautions,
questions and hurdles remain before the
strategy can be tested in people.

CRISPR, which originally evolved in bac-
teria as part of their immune system, is akin
to a set of molecular scissors that cleaves
DNA at precise locations, allowing it to ex-
cise a problem portion of a gene, with help
from a strand of RNA that guides it to its
target. In December 2023, U.S. regulators
approved the first CRISPR-based therapy,
to treat sickle cell disease. That treatment
involves extracting a patient’s blood stem
cells and using CRISPR to fix them before
reinfusing them into the body.

Clinical trials are ongoing for treat-
ments that deliver CRISPR’s editing ma-
chinery directly into the bloodstream,
where it has successfully edited genes in
liver cells. But that approach, which pack-
aged CRISPR proteins into fat particles,
hasn’t yet worked in other tissues because
few lipid particles reach them. Research-
ers instead would like to employ the well-
studied adeno-associated virus, or AAYV,
often used for delivery of gene therapy, to
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ferry DNA encoding CRISPR. Doing so is
challenging, however, in part because the
CRISPR’s components are bulky—in partic-
ular the enzyme Cas9 that cuts DNA, which
typically includes more than 1300 amino
acids. That’s too much DNA to squeeze into
a single AAV, so researchers have instead
tried delivering CRISPR and its guide
RNA using two or more AAVs. But so far, it
hasn’t worked very well.

Multiple research teams have been work-
ing to craft miniaturized CRISPR systems
that are still effective at editing but can be
packed into just one AAV vector. Among
these is the team at Mammoth Biosciences—

///, ;

which may have hit on success. Its scientists
began by sifting through genetic sequence
data from all sorts of CRISPR varieties that
turn up in microbes. They put an initial
176 candidates through “a barrage of tests,”
and found “that needle in the haystack,”
says Lucas Harrington, the company’s chief
scientific officer and co-founder and a for-
mer student of Doudna’s. Called NanoCas, it
has 425 amino acids, making it about one-
third the length of Cas9. Harrington and his
colleagues engineered it so it could effec-
tively slice mammalian DNA.

That slimdown allowed the DNA for the
editing system to fit inside a single AAV
vector. The group showed NanoCas could
edit DNA in various mammalian cells in
the lab, then moved into mice. When they
used it to shut off a cholesterol gene called
PCSK9 in the liver, NanoCas successfully
edited about 60% of cells, a performance
at least as good as Cas9.

Then they turned to a tougher target for
traditional CRISPR: muscle. In mice, they
tested whether NanoCas could slice a muta-
tion out of a gene called dystrophin, which
encodes a key scaffolding protein in muscle
cells. In people with Duchenne muscular
dystrophy, a devastating muscle wasting
disease that typically surfaces in early child-
hood, that mutation renders them unable
to make any or enough functional protein.
Although treatments can slow the disease’s
progression, there is no cure.

In mice with a human version of the mu-
tated dystrophin gene, the NanoCas strategy
seemed to work well, editing 10% to 40% of
the cells across a range of muscle types, in-
cluding heart and calf muscle. (These engi-
neered mice don’t get sick like people with
the mutation, so the team couldn’t assess
potential effects on Duchenne symptoms.)

Finally, a big test came in three healthy
macaque monkeys. The researchers in-
jected an AAV carrying DNA for the
CRISPR-containing viral vector and its
guide RNA into the animals’ bloodstreams.
They monitored liver function, as liver
damage can be a risk of AAV therapy; that
and other health measures stayed in nor-
mal range, they found. Depending on mus-
cle type, NanoCas edited the dystrophin
gene in up to 30% of the monkeys’ skeletal
muscle cells; the number was somewhat
lower in heart muscle, about 15%.

Those levels are “certainly in a range you
would expect to be clinically meaningful,”
says Terence Flotte, a gene therapist and
dean of the University of Massachusetts
T.H. Chan School of Medicine.

But he and others note it’s early days.
There’s no information yet on whether the
strategy can help a sick animal get better.
AAV also comes with risks, including im-
mune reactions and potential “off-target”
effects, in which healthy DNA is modified
by accident. “Their preliminary data is en-
couraging,” but “limited,” says Mark Kay, a
gene therapist at Stanford University. Still,
he’s heartened by how easily this miniature
CRISPR can slip into an AAV vector, which
opens up a raft of new tissue targets, includ-
ing for Duchenne.

Harrington acknowledges the challenges,
including concerns about AAVs, but is hope-
ful about what’s to come. “The fact that we
can now very efficiently edit with a single
AAV” makes delivering CRISPR into the body
and editing previously inaccessible tissues
“not just theoretical,” he says. Harrington
says Mammoth will continue to work on
Duchenne and send its NanoCas system af-
ter targets relevant to other muscle disor-
ders as well as brain diseases. “We are really
trying to think, ‘What can we do as quickly
as possible?””
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IN THE CRADLE OF CHOLERA

Bangladesh is leading the fight against this ancient scourge, and vaccine

researcher Firdausi Qadri is on the front lines

ohammad Abu Raihan Shanto
had suffered from uncontrol-
lable diarrhea for 3 days, until
he became so weak he couldn’t
walk and relatives took him to
a hospital. Now, the 19-year-old
madrassa student was hooked
up to an intravenous drip to
rehydrate his body, and he felt
slightly better, although he was still weak and
his eyes looked hollow. “I thought I was going
to die,” Shanto said through an interpreter as
his mother and a younger brother looked on.
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By Martin Enserink,
in Dhaka, Bangladesh

Photography by Anik Rahman

Shanto’s hospital bed, like those of scores
of other patients in the large hospital hall,
had no sheets but a plastic cover, and a hole
in the middle with a blue bucket underneath.
That allowed patients to empty their bowels
without getting up. (“He is having a discharge

This story was supported by the Pulitzer Center.

right now as we talk,” the interpreter help-
fully said as Shanto briefly closed his eyes.)
About 10 meters away, a man sitting on his
bed vomited loudly.

They had come to the right place: a
hospital in central Dhaka operated by the
International Centre for Diarrhoeal Dis-
ease Research, Bangladesh (ICDDR,B). It
is known internationally as a crown jewel
of South Asian science and locally as the
best place to go if you have severe diarrhea
caused by cholera or one of the many other
intestinal bacteria flourishing in Bangla-
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Mohammad Abu Raihan desh. (Rather than
Shanto was treated use the tortuous ac-
for severe diarrhea and ronym, ICDDR,B’s
dehydration in Dhaka, website suggests to
Bangladesh, last summer.  visitors: “Just ask

your driver for the
cholera hospital.”) Untreated cholera can
kill within hours through catastrophic de-
hydration, but here treatment—primarily
rehydration—is free, and most patients are
discharged within 24 hours.

The center is also the domain of Firdausi
Qadri, “the queen of cholera,” as Philippe
Barboza of the World Health Organiza-
tion (WHO) calls her. Qadri, who heads
ICDDR,B’s Mucosal Immunology and
Vaccinology Unit, housed five stories
above the hospital, has spent her ca-
reer studying a range of enteric dis-
eases, but most of her work has been
on cholera, and it has given her near-
legendary status. Qadri is “a scientific
giant,” Swedish vaccine researcher Jan
Holmgren wrote in 2021. A “god-
mother” to the field, says Julia Lynch,
who heads the cholera program at the
International Vaccine Institute (IVI) in
Seoul, South Korea, which has close
ties with ICDDR,B. “She’s phenome-
nal,” Lynch says. “An amazing, compas-
sionate, hardworking person who’s also
a terrific scientist.”

Much of Qadri’s work has focused
on demonstrating the benefits of a gen-
eration of simple, cheap oral cholera
vaccines and advocating for their use.
The rollout of these vaccines, first de-
veloped by Holmgren at the University
of Gothenburg more than 4 decades
ago, has been agonizingly slow, in part
because there’s no money in making
vaccines for diseases of the poor, but
also because many in the public health
community were skeptical. After all,
vaccines do little to address cholera’s root
cause: the lack of clean water and sanitation
that help Vibrio cholerae thrive.

It wasn’t until about a decade ago that
countries began to use vaccination more
widely, in part thanks to Qadri’s advocacy.
“She has been a leader on oral cholera vac-
cines for a very long time, and has just
carried out a whole series of studies that
demonstrate how you can do it,” says David
Sack, a veteran cholera scientist at the Johns
Hopkins Bloomberg School of Public Health.

But as the teeming hospital ward at
ICDDR,B showed, oral vaccines have not
eliminated cholera—not by a long shot. An
international stockpile that distributes the
vaccines to poor countries with support from
Gavi, the Vaccine Alliance has too few doses
to meet the global demand. The Bangladeshi
government, struggling with many other
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urgent health problems, is not investing
in vaccination. Complicating matters, the
vaccine offers protection for just a couple
of years. Progress in providing clean drink-
ing water and sanitation has been slow as
well, both in Bangladesh and other cholera-
prone countries.

As a result, several plans to dramatically
curtail cholera, both globally and in Bangla-
desh, are offtrack. In 2022, Dhaka saw its worst
outbreak in more than 25 years; the ICDDR,B
hospital treated more than 42,000 patients
in a 41-day period. Outbreaks have surged

globally in the past 2.5 years as well, driven
in part by conflict and climate change. “It’s
frustrating,” Qadri says.

When Science visited in June 2024, the
hospital had just dealt with another big in-
flux of patients, peaking at more than 1300 a
day. Many had cholera, although few were
actually tested, as the treatment for severe
diarrhea is similar regardless of the cause.
Staff had erected two air-conditioned tents
in a parking lot to receive patients. More pa-
tients were parked in hallways and corridors.
(You'd expect the place to smell horrible, but
it didn’t: Cleaning crews frequently replaced
the buckets and mopped the tiled floors.)

The institute now faces another, urgent
problem: Last week, it said it had laid off
more than 1000 employees across 10 projects
and studies in response to a 3-month “freeze”
in U.S. foreign assistance, which helps sup-

NEWS

port it. Qadri declined to comment on the
move, and an ICDDR,B spokesperson would
not say whether her research would be af-
fected. He said, “We hope to resume our ac-
tivities soon.”

Over lunch last summer, Qadri said she re-
mained an optimist, confident cholera can be
vanquished—and that science can help solve
other public health problems in her tumul-
tuous country, which saw its authoritarian
government overthrown in a surprise revo-
lution last year. At age 73, Qadri works six
long days a week at ICDDR,B and at a private

Firdausi Qadri, the “godmother” of the cholera field, in a Dhaka neighborhood where she runs many studies.

institute she co-founded a decade ago to ad-
dress neglected health needs and train young
scientists. “I want to do so much,” Qadri said
before she got up for her next meeting. “Do
you think I'm a madwoman?”

IT'S NO COINCIDENCE that “the mecca of
cholera research,” as Holmgren calls it, is
in Bangladesh. Bacteria emerging from the
brackish water of the Ganges River delta are
believed to be the origin of six of the seven
cholera pandemics that have washed over
the globe the past 200 years, killing tens of
millions of people, stoking fear and panic,
and inspiring novels and movies. (The third
pandemic, from 1846 to 1860, struck Lon-
don, where physician John Snow famously
showed cholera was carried not by bad air,
but by contaminated water. The seventh be-
gan in 1961 and is ongoing.)
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ICDDR,B was established as the Cholera
Research Laboratory in 1960 by the South-
east Asia Treaty Organization, a U.S.-backed
group aimed at stopping the rise of commu-
nism. During its first 60 years, the lab was
led by foreign scientists, who helped bring
in collaborations, expertise, and funding.
(The center’s hallways are lined with photos
of famous visitors, including Hillary Clinton
and Melinda French Gates.) In 2021, nutri-
tion scientist Tahmeed Ahmed became the
first Bangladeshi to head the center.

In the 1960s, ICDDR,B played a pivotal
role in the development and testing of oral
rehydration solution, a cheap, simple mix of
glucose and salts that can be dissolved in wa-
ter and given to diarrhea patients to replace
lost fluids and prevent dehydration. “Bangla-
desh’s gift to the world,” as Ahmed called it,
became a first-line treatment globally, sav-
ing millions of lives. The institute has since
expanded into malaria and other mosquito-
borne diseases, HIV/AIDS, malnutrition,
child and maternal health, and other medi-
cal challenges facing Bangladesh. But it also
helps prevent diseases that cross borders,
says U.S. cholera scientist John Clemens, who
headed ICDDR,B from 2013 to 2021. He pre-
dicts halting financial support “will be very
expensive for the U.S. in the long run.”

Qadri was born in Dhaka when Bangla-
desh was still a province of Pakistan. Her
parents divorced when she was young, and
she was mostly raised by her grandparents.
Her grandmother insisted she pursue a good
education, which was unusual at the time in
Bangladesh’s Muslim-majority society. “Girls
have to have their own profession, their own
education, and their own earning power,”’
Qadri says her grandmother told her. Qadri’s
older sister, who became a physician, urged
her to study “something more modern, more
trendy, like molecular biology, microbiology,
or biochemistry,” Qadri says. “No need for an-
other doctor in the family”

Her studies at Dhaka University, where she
got a master’s degree in molecular biology,
were interrupted for 9 months by the brutal
war that led to Bangladesh’s independence in
1971. Hundreds of thousands, perhaps mil-
lions, were Kkilled by the Pakistani military
and affiliated militias, including many stu-
dents and academics. Qadri’s family came out
unscathed, but “when it was over we didn’t
know whether to smile or cry because so
many people we knew were dead.” She says
the episode strengthened her love of country.

In 1977, Qadri moved to the United King-
dom with her husband, also a scientist, to
do a Ph.D. in biochemistry and immuno-
logy at the University of Liverpool. She loved
life there—the colonial era had instilled a
deep appreciation of England in her family,
she says—but the couple returned to Ban-
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A long, winding journey

Oral cholera vaccines first proved their mettle
almost 4 decades ago, but their development and
introduction has been a long, slow process. Today,
as outbreaks are raging in dozens of countries,
there is a huge shortage of doses.

b <—— Large trial in Bangladesh shows
efficacy of new oral vaccine.
1990 —

O «—— Oralvaccine, named Dukoral, is
| licensed in dozens of countries.

1995 —

O < Cheaper, simpler version of
| the vaccine shown to be
efficacious in Vietnam.

2000—

— Haiti outbreak kills more
than 9000, bolsters support
for vaccination.

World Health Organization (WHO)
approves oral vaccine from
. Shantha Biotechnics in India.

Global oral cholera vaccine
stockpile established.

9 WHO approves vaccine from
EuBiologics in South Korea.

[ New global strategy aims to cut
cholera deaths by 90% in 2030.

o]

O < Mass vaccination staves off
outbreak in Rohingya camps

| in Bangladesh.

1 [ September, start of a global
. surge in outbreaks; more than
O «—— 45 countries affected.

October, vaccines in short supply;
o L second dose temporarily scrapped.

Shantha Biotechnics ends
production of cholera vaccines.

Global vaccine stockpile
declared “empty.”

gladesh in 1980 to help rebuild the destitute
country. In 1986, she joined ICDDR,B as a
postdoc. Since then, she’s worked on many
intestinal pathogens common in Bangladesh,
including Shigella, Escherichia coli, and rota-
virus, but her main focus has been cholera.

ON AWARM TUESDAY MORNING, Qadri showed
Science around a slum in Mirpur, a neighbor-
hood in northern Dhaka, with a few younger
scientists and assistants in tow.

The streets were lined with gray concrete

apartment blocks. Inside, families of five or
more lived in a single room, their posses-
sions stacked against the walls, a big TV
screen hanging over the bed. Qadri stopped
occasionally to make small talk with resi-
dents, inquire about their children’s health,
or ask to see their vaccination cards.

The neighborhood is one of ICDDR,B’s
main research sites. Qadri led a study here
in more than a quarter-million people, pub-
lished in 2015, to show that mass cholera
vaccination among the urban poor is feasi-
ble. Today, one study is testing the duration
of the vaccine’s protection in children. There
are also trials of new vaccines against typhoid
and Shigella, and one to explore whether
vaccinations against cholera, typhoid, mea-
sles, and rubella can be combined.

It’s not hard to see why pathogens that
travel the fecal-oral route could thrive in the
neighborhood. Most households have run-
ning water, disinfected at the source with
chlorine, but the supply is uneven. Occasion-
ally, water pressure drops, allowing dirty
water to leak into the neighborhood’s pipes
and tubes. Multiple households can share a
single kitchen and a single foul-smelling toi-
let, meaning anybody infected with cholera
can easily expose many others.

Providing clean drinking water, sanitation,
and hygiene—WASH in cholera jargon—
is the best way to prevent the disease. “It’s
why you don’t have cholera in London and
New York anymore,” Qadri says. It’s also a
very tall order for a poor, extremely densely
populated country. Bangladesh, less than
one-third the size of Spain, has more than
170 million inhabitants, more than 20 mil-
lion of them in greater Dhaka.

Scientists have long tried to tame chol-
era with vaccines instead. The 20th century
brought injected vaccines made of whole,
killed V. cholerae cells. But they sometimes
had severe side effects, and the injections
could hurt, recalls Qadri, who got them as a
child: “It was so painful that we would hide
under the bed” Worse, large-scale trials in
the 1960s showed these vaccines provided
poor protection: 50% at most, for just a few
months, and only in adults. WHO stopped
recommending them in the 1970s.

At his lab in Sweden, Holmgren pio-
neered a new strategy: an oral vaccine that
would elicit so-called mucosal immunity
in the lining of the gut, blocking the bac-
terium where it attacks. His vaccine also
contained whole killed V. cholerae cells, but
they were combined with the so-called B-
subunit, a part of the microbe’s toxin pro-
tein, and given orally rather than injected.
A 1985 study in Bangladesh led by Clemens
showed two doses offered about 85% pro-
tection during the first 2 years.

The vaccine, named Dukoral, was licensed

science.org SCIENCE

GRAPHIC: N. CARY/SCIENCE



PHOTO: ANIK RAHMAN

in many countries in the early 1990s and is
produced today by Valneva, a France-based
company. But it has always remained a “trav-
eler’s vaccine” used by people from devel-
oped countries. “It was just too complex and
too expensive to work in mass vaccination
campaigns,” Lynch says. The stomach’s acids
break down the B-subunit, so recipients need
to take the vaccine with 150 milliliters of a
fizzy buffer solution, which makes shipping
and distributing it pricey and cumbersome.

But the toxin subunit was not essential.
Holmgren helped transfer the technology to
Vietnamese researchers, who dropped the
subunit and tested a vaccine made of only
killed cells—but still taken orally. Trials pub-
lished in 1997 showed two doses provided
about 66% protection. A team led by Clemens,
who led IVI between 1999 and 2011, further
refined the vaccine and then transferred the
technology to Shantha Biotechnics in India,
which agreed to produce it cheaply for use in
developing countries. For their work on the
vaccine, Holmgren and Clemens won several
prestigious awards, including the Albert B.
Sabin Gold Medal.

Within WHO and elsewhere in the global

SCIENCE science.org

A slum in Dhaka, the Bangladeshi capital. A lack of clean drinking water, sanitation, and hygiene creates conditions in which Vibrio cholerae can thrive.

health community, however, some saw oral
vaccines as a technological fix and a distrac-
tion from WASH measures—which prevent
many other waterborne diseases—and from
early detection and proper treatment. “There
were always discussions between the WASH
people and the vaccine people,” Qadri says.
Vaccination remained rare, and Qadri’s
frustration grew. Sometimes she could hear
patients retching and vomiting in the hospi-
tal from her office, she says, “and I was very
disappointed. I felt my work didn’t have any
meaning.” To expand vaccine use, she helped
organize a 2007 meeting in Dhaka that
brought together governments, global health
agencies, and vaccinemakers. She also won
support from the Bill & Melinda Gates Foun-
dation for the feasibility study in Mirpur.

A turning point came in October 2010,
when cholera broke out in Haiti, 10 months
after an earthquake that killed 200,000
people. Hundreds of thousands got sick
and more than 8000 died in the first year.
The tragedy drove home that working on
WASH was all well and good, Holmgren
says, but vaccines could save lives in the
meantime. “It was absolutely decisive,”

he says. (That the outbreak originated in
a camp for UN. peacekeepers may have
helped sway opinions within WHO, itself a
U.N. organization.)

In 2013, a consortium of global health or-
ganizations set up a cholera vaccine stockpile
that allowed countries suffering from a chol-
era outbreak to apply for an emergency ship-
ment. Initially, the stockpile contained only
Shantha’s vaccine, but in 2016 it added a sec-
ond, very similar vaccine produced by South
Korea-based EuBiologics with help from IVI.

In 2017, a humanitarian crisis in Bangla-
desh showed just how powerful the vaccine
stash could be. Genocidal violence against
the Rohingya, a Muslim minority in Myan-
mar, led an estimated 700,000 people to flee
across the border, into the southern tip of
Bangladesh. The Bangladeshi government
and international organizations scrambled to
provide safety and shelter in massive camps
near the city of Cox’s Bazar. “It was such a sad
sight,” says Qadri, who flew to the area within
weeks after the influx and has since visited
dozens of times. “There were people sitting
everywhere, in the rain and mud, with such a
vacant look on their face.”
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Bangladesh has made impressive economic strides in the past 25 years, but almost one-fifth of its 173 million people still live below the poverty line, many in Dhaka’s slums.

It was also a cholera epidemic waiting
to happen. “My heart told me we had to do
something quickly,” Qadri says. With help
from ICDDR,B, the Bangladeshi govern-
ment submitted a request for 900,000 doses
to the stockpile in late September 2017. It
was approved within 24 hours, and in No-
vember more than 200 vaccination teams
swarmed out across the camps. The out-
break didn’t happen. Since then, there have
been eight additional vaccination rounds in
the camps, whose population has swollen to
well over 1 million.

Optimism rose about the potential of the
oral vaccines. In 2017, a broad coalition of
agencies and groups called the Global Task
Force on Cholera Control published a plan for
a 90% reduction in cholera deaths by 2030
that relied on improving WASH and early
outbreak detection but also called for “large-
scale” use of vaccines. “As many as 20 coun-
tries could eliminate the disease as a threat
to public health by 2030,” the plan said. Hot
spots such as Bangladesh, which occasionally
seed outbreaks elsewhere, would get special
attention. (“There is no controlling cholera
without controlling cholera in Bangladesh,”
Clemens says.) The country’s own National
Cholera Control Plan for 2019-2030, which
Qadri helped write, set a similar 90% reduc-
tion target for the country, by 2030.

In 2018, Gavi’s Board approved a proposal
to make vaccines from the stockpile available
not just for “reactive” campaigns—in response
to outbreaks or humanitarian crises—
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but also for “preventive” campaigns in places
like Bangladesh where the disease strikes ev-
ery year. To be eligible for support, countries
would have to strengthen surveillance, iden-
tify areas of intense transmission, and submit
a detailed multiyear plan.

Bangladesh—and Qadri—embraced the
idea. The country wrote an application for
100 million doses of vaccine, which a Gavi re-
view panel approved in November 2023 and
is currently being finalized.

BUT THINGS HAVEN'T GONE according to
plan. Cholera cases did decline globally for
a few years after the 2017 road map, but
the COVID-19 pandemic wiped out part of
those gains. Then came the massive out-
break in Bangladesh in 2022, and others
in war-torn countries such as Sudan, Syria,
and the Democratic Republic of the Congo.
Climate change, and the extreme weather it
favors, made things worse. Droughts, which
can lead people to resort to unclean water,
triggered outbreaks in Zambia and Zimba-
bwe; floods, which can destroy infrastruc-
ture and contaminate drinking water, did
so in Kenya.

The stockpile hasn’t kept up. In 2022,
French pharma giant Sanofi, the parent
company of Shantha, ended the production
of cholera vaccines, despite protests from
WHO. (Critics suspect Sanofi didn’t deem
the vaccines profitable enough; a company
spokesperson says Sanofi only produced
10% of doses globally anyway and supply

from other producers was set to grow.)

That has left EuBiologics as the only sup-
plier, and it only produced about 50 million
doses last year, far short of the demand.
Allocating doses has become “like Sophie’s
choice,” says Barboza, WHO’s representative
on the international group managing the
stockpile. In late 2022, the panel decided to
temporarily switch to a one-dose regimen,
which a 2016 trial by Qadri in Bangladesh
had suggested offered reasonable protec-
tion, although not in children under age 5.

Bangladesh has an alternative source
of vaccine, at least on paper: IVI has also
transferred its vaccine technology to In-
cepta Pharmaceuticals, which has a big,
state-of-the-art production facility in Dha-
ka’s outskirts. But the government, which is
facing many other health challenges, hasn’t
deemed cholera urgent enough to buy from
Incepta. The company can’t supply the
global stockpile either, because WHO has
not yet approved its version of the vaccine.
“We are completely locked,” says Abdul
Muktadir, Incepta’s frustrated CEO. “We
can’t sell anything.”

Things are now beginning to look up.
EuBiologics recently increased its manu-
facturing capacity and may produce more
than 70 million doses this year, and the
stockpile is back up to 5 million doses, seen
as the minimum needed to address emer-
gencies. “We’re in a much better place than
we were a year ago,” says Gavi cholera ex-
pert Allyson Russell. Two other companies,
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in South Africa and India, are expected
to bring similar vaccines to the market
in 2026, which should further ease short-
ages. Still, when Bangladesh might get its
100 million doses is unclear. “It’s sad when
you have a way to prevent disease and you
can’t use it,” Qadri says.

BANGLADESH IS AT A MAJOR CROSSROADS. In
August 2024, student protests toppled the
country’s autocratic government, which had
tried to suppress them with deadly violence.
Now, 84-year-old Muhammad Yunus, a
microfinance pioneer and Nobel Peace Prize
winner, is leading an interim government
and heading the effort, along with students,
to write a new constitution. Recent reports
have documented the disappearance of
thousands of political opponents and wide-
spread corruption under Sheikh Hasina, the
ousted prime minister.

Last summer Qadri spoke warmly of
Hasina, calling her a “humanitarian,” in part
because of her support for Qadri’s work.
Qadri later told Science she didn't know
much about what went on in Hasina’s gov-
ernment. “I'm not a political person,” she
said. “There are young people now taking
over. I'm waiting to see what will happen.”

She did take heart from the progress Ban-
gladesh has made. Its economy has grown
at more than 6% annually for many years,
in part thanks to a burgeoning garment
industry that has provided millions with a
living wage and made women more inde-
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Sathi Akhter (center) came to ICDDR,B last summer because her 6-year-old son (right) had severe diarrhea.

pendent. In other positive signs, the birth
rate has plummeted, from 3.6 children per
woman in 1995 to below two, and the share
of people living below the national poverty
line has dropped steeply.

Qadri hopes the new government will
devote more resources to science. ICDDR,B
enjoys support from many foreign sources—
“Without the Gates foundation, I would be
nothing,” Qadri says—but the country’s own
expenditure on R&D is just above 0.3% of

“It’s sad when you have
away to prevent disease
and you can’t use it.”

Firdausi Qadri, ICDDR,B

gross domestic product, among the low-
est in the world. In the meantime, Qadri
has set up her own initiative—“my gift to
the country,” as she calls it. Using money
from her awards, including €500,000 from
a prestigious French prize in 2012, she and
her husband in 2014 launched the Insti-
tute for Developing Science and Health
initiatives (IDESHI). “I wanted to create
something different, something new,” she
says—a place for training young scientists
whose culture she could shape herself. To-
day IDESHI employs more than 60 people
working on a broad range of neglected

health issues in Bangladesh. For example,
a Gates-supported project aims to increase
awareness of cervical cancer and encourage
vaccination against the human papilloma-
virus (HPV), which causes it. It’s a delicate
task, because HPV is transmitted sexually.
“In our culture we do not talk about sex,”
Qadri says.

Another project aims to prevent thalas-
semia, a blood disorder caused by a reces-
sive gene that many people unknowingly
carry. Marriages between cousins, common
in Bangladesh, increase the risk. The project
is encouraging people to get tested and, if
they have the gene, avoid marrying another
carrier. “A woman often hesitates to express
that she is a carrier,” says Kasrina Azad, the
medical officer leading the project. “In our
culture, it’s like she has bad blood or some-
thing. So she faces a lot of stigma.”

More than half of the staff at IDESHI are
women, and Qadri herself has undoubtedly
“blazed a trail” in Bangladesh, Lynch says.
“I’'ve seen her interact with government of-
ficials, and everyone is just like, ‘Oh, you
don’t mess with her,” she says. “She’s so re-
spected, they listen to what she has to say.”

On 11 January, Qadri headed back to
the Rohingya camps, where workers were
about to launch another round of cholera
vaccinations, in response to a worrisome
rise in cases. The battle against Bangla-
desh’s ancient scourge was continuing—and
Qadri would never give up her role in it, she
said: “Do I look like I can retire?” m
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Naturally twisted to sieve stress

Mantis shrimp display phononic behavior similar to that of artificial metamaterials

By Pablo D. Zavattieri

rchitected metamaterials—artificial
structures with unusual properties
that arise from tailored geometry—
can guide deformation and energy
flow in desirable ways. A subset of
metamaterials called phononic band-
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gap materials can reflect, scatter, or absorb
energy by manipulating the way mechanical
waves interact with the periodic structures
of the material. Waves within a specific fre-
quency range cannot travel through such
a material, creating a phononic bandgap.
This effect is useful for technologies such as
acoustic imaging, acoustic cloaking, shock

. ’
The n*antis shrimp has strong dactyl
cu,‘s that can withstand high-velocity

. L '_, e
£ e ‘51 3 a imbaé% by filtering stress waves
~ [ i ves.
ol T RS " : .

proofing, and energy harvesting. Archi-
tected metamaterials are artificially made;
does a similar phenomenon exist in nature?
On page 659 of this issue, Alderete et al. (1)
report that a mantis shrimp’s dactyl club
has phononic bandgaps in which stress
waves of specific frequency ranges are fil-
tered. This demonstrates that natural ma-
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terials can exhibit phononic
behavior that is observed
in artificial metamaterials,
opening the possibility for
designing bioinspired and
biohybrid phononic band-
gap materials.

Nature has long used
sophisticated strategies
to manipulate mechanical
waves for survival. For ex-
ample, moth wings are cov-
ered by tiny modified hairs
(scales) that resonate in
the same frequency. These
natural acoustic resonators
provide camouflage against
echolocating predatory
bats (2). Mosquito anten- |
nae have lightweight, vi-
brating hairlike structures
with a tapered geometry,
which allow them to de-
tect specific acoustic cues  High
for mating and foraging  eduency
(3). In addition to acoustic
wave control, nature can of-
fer solutions for structural
challenges through mecha-
nisms that control stress
waves. The mantis shrimp
is known for its strong dac-

Stress waves

Natural phononic bandgap material
Dactyl clubs of a mantis shrimp consist of multiple layers of helicoidal fibers that make
up a Bouligand structure. The periodic architecture creates a phononic bandgap in
which stress waves within a specific frequency range cannot travel through the material.
This gives the clubs unusual impact resistance.

shrimp

tis shrimp shields itself from
high-frequency shocks by so-
phisticated phononic mech-
anisms. The experimental
demonstration of energy dis-
sipation and localization in
a naturally occurring hierar-
chical structure could bring
a new perspective into the
design of phononic bandgap
materials.

Beyond the study of Al-
derete et al., challenges
remain in scaling natural

Mantis

= materials for industrial
applications.  Translating
the Bouligand structure

of a mantis shrimp into a
functional phononic band-
gap material requires se-
lecting a combination of
materials with mechanical
anisotropy and stiffness
that resemble those of the
shrimp. Additionally, wave
dispersion characteris-
tics—that is, a relationship
between propagation speed
and frequency of a wave—
are dictated by both the
architecture and properties
of constituents. These are

tyl clubs with extraordinary

impact resistance and du-

rability. This marine crustacean can crack
open hard shells by delivering high-veloc-
ity impacts with this appendage without
incurring damage to its own body (4). The
unusual toughness of the club stems from
a hierarchical Bouligand structure that
consists of multiple layers of helicoidal
fibers and mineralized chitin. This peri-
odic structure delocalizes stress waves and
controls nucleation, propagation, and the
coalescence of cracks. The layers promote
local hardening behavior, damage distri-
bution, and energy dissipation to provide
pseudoplasticity and ductility to an other-
wise brittle dactyl club (5-7).

The phononic behavior is similar to the
interplay of constructive and destructive in-
terference of capillary waves, which are seen
as ripples on the surface of water, or acous-
tic waves from vibrations of a violin string.
Previous theory hypothesized that the man-
tis shrimp uses the phononic mechanism to
filter stress waves for impact resistance (8),
and experimentally validating this hypothe-
sis has been challenging for the past decade.
Alderete et al. demonstrate phononic shield-
ing behavior of a mantis shrimp’s dactyl club
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Bouligandl structure

through rigorous experiments. The authors
show that enhanced impact resistance is the
result of filtering stress waves—a property
previously attributed solely to synthetic pho-
nonic crystals. The periodic, helicoidal struc-
ture of Bouligand architecture selectively
attenuates a range of stress wave frequencies
generated upon high-intensity impacts (see
the figure). This filtering effect reduces local-
ized stress concentrations and distributes
the applied mechanical energy more uni-
formly. Thus, the outer layers of the dactyl
club act as damage-resistant shields for the
inner layers.

Alderete et al. performed time-resolved la-
ser ultrasonic experiments and observed key
phononic behaviors in the dactyl club, such as
Bloch harmonics, dispersive surface modes,
flat dispersion bands, and Bragg scattering-
driven bandgaps, which are often present in
synthetic phononic crystals. The club exhib-
ited Bragg bandgaps in the megahertz range,
where waves of specific frequencies dissipate
because of destructive interference caused by
multiple wave reflections from the periodic
structure. The authors also noted flat disper-
sion bands (constant frequency regardless
of momentum), which indicated localization
and trapping of stress waves within a mate-
rial. These observations suggest that a man-

crucial for designing archi-
tected composites with de-
sired stress wave filtering (9).

The interplay between structural hier-
archy and wave properties also prompts
consideration of whether phononic band-
gaps exist in similar structural motifs of dif-
ferent species. For example, the helicoidal
structures in beetle wings (10, 11) have good
strength and are fracture resistant. The dis-
covery of other natural phononic structures
and understanding their limitations could
unlock new designs with capabilities beyond
existing impact-resistance materials and en-
ergy dissipation systems.
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SYNTHETIC BIOLOGY

Relating DNA sequence,
organization, and function

Cross-species mosaic genomes provide insight into

synthetic chromosome design

By Geoffrey Fudenberg! and Vijay Ramani? 3

s molecular geneticist Frangois Jacob

wrote, living organisms reflect “the

very nature of a historical process

full of contingency” (Z). Evolutionary

contingency constrains relationships

between genome sequence, organi-
zation, and function. However, technolo-
gies for engineering ever-larger stretches
of DNA now enable synthetic regula-
tory reconstitution experiments (2—4) in
which foreign DNA, freed from historical
contingency, can be placed directly into a
host cell. Such “in hostia” reconstitutions
complement classic in vitro approaches for
determining the rules of genomic regula-
tion. Notably, in hostia reconstitutions as-
sess the regulatory “ground state” of a host
cellular environment—that is, the propen-
sity for inserted DNA to be active or silent.
On page 627 of this issue, Meneu et al. (5)
describe what happens when bacterial
DNA is introduced into yeast cell nuclei as
synthetic chromosomes. The spontaneous
formation of active or inactive chromatin,
dependent on sequence composition of the
exogenous chromosomes, has implications
for synthetic chromosome design.

Meneu et al. chose chromosomes from
the bacteria Mycoplasma mycoides or from
Mycoplasma pneumoniae to artificially
introduce into the budding yeast Saccha-
romyces cerevisiae. During the interphase
stage of the cell cycle, the M. pneumoniae
chromosome was transcriptionally active
and organized similarly to the host genome.
By contrast, the M. mycoides chromosome
was relatively silent, displaying little tran-
scription, and adopted a compacted three-
dimensional (3D) organization, which the
authors called “unconventional.” The di-
vergent organization of the M. mycoides
chromosome appears to relate to its much
lower content of the nucleotides guanine
and cytosine as compared to that of M.
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pneumoniae or the host yeast genome se-
quences (24% versus ~40%). Notably, DNA
sequences from M. mycoides assumed this
unconventional organization even when
reconstituted as mosaic chimeric chromo-
somes, interspersed with the sequence of
a yeast chromosome. Because this silent
state had not been previously character-
ized for foreign DNA reconstituted in yeast
host cells, the observations of Meneu et al.
raise broader evolutionary questions about
the regulatory function of chromatin in
Eukarya. Although chromatin is often

“...the observations of Meneu et al.
raise broader evolutionary
questions about the regulatory
function of chromatin in Eukarya.”

studied for its ability to promote transcrip-
tional activation, chromatin also serves
essential repressive functions (6). These
functions include both conditional gene
repression and silencing parasitic genomic
elements. Given the ancient origins of
parasitic genomic elements in eukaryotic
genomes, the capacity of host chromatin to
“frustrate” parasitic element expression is
likely ancestral. Budding yeast such as S.
cerevisiae lost or only sparingly use many
of the ancestral silencing mechanisms for
parasitic elements, such as histone meth-
ylation, RNA splicing, and RNA-dependent
silencing. Meneu et al. may have uncov-
ered an alternative mechanism whereby
the S. cerevisiae genome silences—or at
the very least ignores—certain foreign ge-
netic material but not others. Understand-
ing the rules by which organisms compute
self versus nonself remains an exciting fu-
ture prospect.

During the mitotic phase of the cell cycle,
the synthetic M. mycoides chromosome ap-
peared compacted similarly to the host
genome by the mechanism of DNA loop ex-
trusion, a process whereby molecular motors
actively organize the genome in 3D. Yet, the
synthetic M. mycoides chromosome lacked
the mitotic signature of well-positioned

loops between sites of convergent transcrip-
tion observed across yeast chromosomes
and the synthetic M. pneumoniae chromo-
some. Sites of convergent transcription are
also enriched for contacts between sister
chromatids in mitosis (7) and positioned
loops in meiosis (8, 9) in which homolo-
gous chromosome pairing and recombina-
tion occur. The observations of Meneu et
al. thus raise the question of whether sister
chromatid alignment, homologous recom-
bination, and DNA repair are compromised
for the M. mycoides chromosome. In the fu-
ture, synthetic chromosomes could provide
a platform to dissect the interplay of loop
extrusion and DNA repair (10).

Moving forward, it will be instructive
to compare findings from in hostia ap-
proaches with those obtained through in
vitro reconstitution. “Bottom-up” in vitro
experiments can recapitulate increasingly
complex features of chromosome organiza-
tion at ever-larger scales. Testing whether
purified protein complexes are sufficient
to determine genome organization and
function in vitro is especially valuable
when complexes can compensate for one
another, such as the chromatin remodeling
complexes BAF (Brahma associated fac-
tor) and the larger TIP60 (including lysine
acetyltransferase 5, KAT5) (I1). For S. cere-
visiae components and DNA sequences,
in vitro reconstitution has been used to
assess chromatin states (72) and 3D orga-
nization of the genome (13). Recent work
extended this analysis to the single-fiber
level for chromatin reconstituted in vitro
using mammalian DNA sequences (14), in-
cluding in the context of chromatin con-
densation (15). By combining results from
in hostia experiments across a broad panel
of evolutionarily distinct organisms with
precise in vitro reconstitutions, studies
can further clarify both necessary and suf-
ficient factors to explain rules of genome
regulation across the kingdom of life.
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EVOLUTION

Convergent evolution in whale
and human vocal cultures

The complex songs of humpback whales conform
to fundamental laws of language

By Andrew Whiten! and Mason Youngblood?

ulture pervades the lives of numer-

ous animal species, in a great diver-

sity of forms (), but the songs of the

humpback whale are among animal

culture’s most extraordinary manifes-

tations. Sung only by males, the songs
penetrate the ocean for many miles and
are suspected to attract females for mating
through their musical complexity. Year by
year, the songs may become more complex
and perhaps more alluring to females. How-
ever, in the southwestern Pacific, a totally
new song emerges every few years that is ad-
opted across the ocean (2). The rapidity with
which new songs and variations are copied
demonstrates that they are culturally trans-
mitted, but the evolutionary forces that shape
the complex song structures over time have
remained mysterious. On page 649 of this is-
sue, Arnon et al. (3) report that fundamental
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laws identified in quantitative linguistics and
in the culturally evolved learnability of hu-
man languages apply to whale song.

Just as human vocalizations are structured
by a hierarchy of phonemes, words, phrases,
sentences, and narratives, so, too, are the
songs of humpback whales. They display a
similar complex hierarchical structure in
which sound “units” are strung together to
make stereotyped “phrases,” repeated in turn
to shape “themes” that are organized into
elaborate songs that last as long as 30 min.
In the 1930s and *40s, the linguist George
Zipf identified striking quantitative patterns
that appear to be universal in the world’s lan-
guages (4). Zipf’s rank-frequency law asserts
that the frequencies of the specific units, such
as words, that make up a language are highly
skewed, following a power-law distribution.
Thus, in any particular language, the most
common word (in English, it is “the”) occurs
twice as often as the next most common (“of”),
three times as often as the third (“and”), and
so on. How one might discover whether such
phenomena occur in whale songs is not im-
mediately obvious. To humans, the units of

language to be considered, such as words, are
obvious because they are known and spoken.
But to the human ear, a whale song is per-
ceived as just a stream of sounds. However,
human infants must learn to distinguish lan-
guage units within the stream of sounds in
continuous spoken language. Much is known
about how infants use various acoustic cues
to segment speech, such as changes in pitch,
loudness, and pauses (5). After the develop-
ment of ingenious algorithms inspired by
this understanding and tested in segmenting
human speech (6), Arnon et al. applied es-
sentially the same approach to a substantial
corpus of humpback whale song recordings
collected over 8 years.

When Arnon et al. plotted the frequency of
humpback whale subsequences against their
rank (similar to “the” = 1, “of” = 2, and so on
in English) on a logarithmic scale, the data
followed a straight line, diagnostic of Zipf’s
rank-frequency law. Based on comparisons
with other empirical work in linguistics,
the authors made two intriguing inferences
about what this striking whale-human com-
monality may mean. Children tasked with
segmenting artificial linguistic units showed
that this behavior is facilitated by Zipfian fre-
quency distributions (7). That this law also
characterizes humpback whale song likely
indicates that the hierarchical structure of
song facilitates cultural learning in whales,
too (see the figure). Also, because the re-
peated transmission of artificial languages in
human microsociety experiments, in which
communication among a small group of peo-
ple in a controlled setting is observed over
time, can shape the evolution of Zipfian dis-

Hierarchical structure in humpback whale song and human language

Humpback whale songs display complex hierarchical structure and may take more than 30 min to sing. These songs are composed of multiple themes, themes are composed
of phrases, and phrases are composed of sound units, analogous to the hierarchical structuring of human speech and song. Recordings rendered here are from (14, 15).
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The complexity of humpback whale songs is suspected to attract females for mating.

tributions (6), it is plausible that Zipfian dis-
tributions are the products of long periods
of cultural evolution of vocal repertoires in
humpback whales.

Zipf also elaborated a second law in lin-
guistics, which asserts that the most com-
mon items in a language will be the shortest
(4). Arnon et al. show that Zipf’s law of ab-
breviation also holds for the subsequences
detected in whale songs. These findings
build on previous work on Zipf’s laws in
humpback whale song (8, 9), demonstrating
that similar Zipfian patterns exist at mul-
tiple hierarchical levels in humpback whale
song, as they do in human language.

Zipf’s rank-frequency law is arguably
the most mysterious of the high-profile
linguistic laws, so a note of caution about
the tantalizing inferences of Arnon et al.
regarding its importance in humpback
whale song is warranted. Learnability with
respect to complex vocal sequences is just
one of several potential hypotheses to ex-
plain the phenomenon (10). Power-law dis-
tributions have been reported in a variety
of contexts, including gene expression and
city sizes, and may emerge through a di-
versity of processes. Indeed, the ubiquity
of power laws has led some linguists to ar-
gue that they might be statistical artifacts.
However, given that Zipfian distributions
can enhance learnability in humans and
that they can result from iterative selec-
tion as communicative cultures are repeat-
edly transmitted, learnability may well be
the most parsimonious explanation for
their presence in other forms of learned
communication systems, with humpback
whale song arguably providing the most
compelling case to date.

Over the past decade, researchers have in-
creasingly identified parallels between prop-
erties of animal communication and aspects
of human language. The vocal repertoires
that distinguish different clans of sperm
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whales, for example, have been argued to
represent symbolic markers of clan mem-
bership because they appear to be most dif-
ferent between clans that overlap the most
in their spatial distribution (Z1). Thus, clans
with the most spatial overlap are the most
distinctive in their identity codas. Zipf’s
laws and their variations, together with
other linguistic principles such as Menzer-
ath’s law (the longer a unit, such as a word,
the shorter its constituent elements, such
as phonemes), have now been reported in
a wide array of animals, including whales,
primates (12), and birds (13). From what is
known, humpback whale song and bird song
exhibit patterns that follow these laws and
principles without conveying the semantic
meanings that human languages do. To this
extent, we should perhaps be comparing
whale songs to human music. What these
important parallels highlight is that commu-
nication systems in distantly related species
may nevertheless converge toward similar
structures, especially those that are complex,
culturally learned, and effective.
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MALARIA

Not just
monkey
business

Functional genomics

in malaria unlocks
comparative biology across
the family tree

By Robert W. Moon! and Ellen S. C. Bushell?3

n 2023, there were more than 263 million

malaria cases and 597,000 related deaths

worldwide, according to the World

Health Organization (WHO). Given that

nearly half the world’s population is at

risk for malaria—and notwithstanding
the rollout of new vaccines offering some
protection to the most vulnerable—under-
standing the biology of these pathogens is
crucial for addressing this public health
problem. On pages 628 and 629 of this is-
sue, Oberstaller et al. (I) and Elsworth et al.
(2), respectively, report the application of
transposon mutagenesis screens to the mon-
key malaria parasite Plasmodium knowlesi
to determine which of the ~5000 genes in
its genome are essential for replication in
the host’s blood. These studies mark a mile-
stone in comparative biology across malaria
parasite species. Conserved essential genes
constitute potential targets for drugs or vac-
cines against all species, whereas uniquely
essential genes reflect the divergent biology
and evolution of these pathogens.

Human malaria is caused by a range of
species within the Plasmodium genus and
is transmitted by mosquitoes. Plasmodium
falciparum causes most malaria deaths
and infections, whereas Plasmodium vivax
infection is widespread and associated
with relapsing disease. P. knowlesi, which
naturally infects macaques, has emerged
as a substantial cause of human infections
across Southeast Asia. Zoonotic malaria
poses a notable challenge because estab-
lished methods for malaria control focus on
treating cases and Killing mosquitoes within
the home. With zoonotic malaria, macaques
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act as an untouchable reservoir of parasites,
so infections can arise when a mosquito
bites a human after feeding on an infected
macaque. Monkey malaria has a key politi-
cal dimension too—Malaysia’s century-long
malaria control program eliminated all “hu-
man” malaria parasites in 2018, yet zoonotic
malaria has so far stood in the way of its
WHO malaria elimination certification.

Among the human-restricted species,
only P. falciparum blood stages can be
cultured in vitro, which is a prerequisite
for screening drugs, testing vaccines, and
studying gene function. Because P. falci-
parum occupies an evolutionarily divergent
clade compared with all other human-in-
fective species, there is a paucity of tools to
study the biology of P. vivax. Phylogeneti-
cally nestled among the non-P. falciparum
human malaria parasites, and a close
cousin of P. vivax, P. knowlesi fills
this gap. P. knowlesi has a distin-
guished history as a laboratory model
that has enabled the discovery of
classic malaria biology, such as anti-
genic variation (3). The development
of strains that can be grown in vitro
with human red blood cells has relieved
dependence on nonhuman primate materi-
als, and transfection efficiencies (delivering
foreign DNA into cells) have improved sub-
stantially (4-6). This has accelerated the use
of P. knowlesi to study parasite biology and
as an in vitro surrogate for P. vivax vaccine
development (7, 8). The ability to switch be-
tween two different host cells (monkey and
human) in vitro also makes P. knowlesi a
powerful system for studying determinants
of host cell tropism. Notably, the studies by
Elsworth et al. and Oberstaller et al. were
conducted in macaque and human eryth-
rocytes, respectively, with the prospect of
identifying genes required for infection of
each host.

Despite a growing interest in P. knowlesi
biology and its use as a model system, there
are few functional genomics datasets avail-
able. Determining gene function at scale is
challenging in Plasmodium. The pathways
for RNA interference (a gene-silencing
mechanism) and nonhomologous end-join-
ing (a DNA repair mechanism) are miss-
ing, which means that RNA interference
approaches and classical CRISPR genome
editing-based screens to determine gene
function are not possible in Plasmodium.
Instead, gene disruption is achieved by ho-
mologous recombination, in which nucleo-
tide sequences are exchanged between two
molecules of DNA. This approach is inef-
ficient and difficult with respect to cloning
gene-targeting vectors carrying DNA rich in
adenine (A) and thymine (T)—nucleotides
that are abundant in Plasmodium genomes.

SCIENCE science.org

In the more genetically tractable murine
model parasite Plasmodium berghei, these
challenges have been overcome, facilitating
the development of a genome-scale barcoded
library of gene-targeting vectors that, on in-
sertion into the parasite genome, generate
mutants lacking specific genes. Although
these screens identify gene essentiality
with high confidence, the genome coverage
(>60%) is restricted by vector availability (9).
By contrast, transposon-mediated mutagen-
esis used by Oberstaller et al. and Elsworth
et al. is not limited by the low efficacy of ho-
mologous recombination or the availability
of gene-specific targeting vectors. The piggy-
Bac transposition approach is governed by
the expression of an exogenous enzyme that
facilitates transposon insertion into specific
sites (TTAA) across the genome. Gene essen-

“Conserved essential genes constitute
potential targets for drugs or vaccines

against all species...”

tiality is determined on the basis of the lack
of insertions in any given gene. It thereby
turns the challenge of working with AT-rich
Plasmodium genomes into a strength and
enables genome-scale genetic screens in P.
falciparum (10). Transfection efficiencies
are much higher in P. knowlesi than in P.
falciparum, and thus transposon insertion
coverage is greatly increased in the studies
of Elsworth et al. and Oberstaller et al. This
increases the confidence with which genes
can be designated as essential and allows
this to be determined at the level of func-
tional domains within genes.

Notably, the availability of datasets for
multiple Plasmodium species permits com-
parison of gene essentiality across species.
The genetic screens querying blood-stage
essentiality in P. knowest, P. falciparum (10),
and P. berghet (9) identify a markedly high
degree of gene essentiality compared with
that in free-living unicellular eukaryotes.
By comparison of genes with orthologs in
all three species, Oberstaller et al. and Els-
worth et al. identified core essential genes
shared across Plasmodium. These represent
metabolic and housekeeping processes as
well as those related to the apicoplast, the
apicomplexan relic chloroplast organelle.
Both studies also identified genes that are
differentially essential or dispensable to the
two human-infective parasites. By show-
ing that ornithine aminotransferase and
glutamate dehydrogenase 3—which supply
metabolic intermediates to the tricarbox-
ylic acid (TCA) cycle—are essential only
in P. knowlesi, Elsworth et al. reveal that,

in contrast to P. falciparum, blood stages
of P. knowlest and P. vivax are far more
dependent on the TCA cycle. Conversely,
Oberstaller et al. demonstrate that the nu-
cleoside transporter 1, which is essential for
scavenging host purines in P. falciparum,
is dispensable in P. knowlesi. Because pu-
rine levels differ between human and ma-
caque erythrocytes, this could relate to P.
knowlesi adaptation to distinct hosts.
Comparisons of gene essentiality be-
tween P. falciparum, P. berghei, and the
related single-celled parasite Toxoplasma
gondii have revealed a strong conservation
of essential genes within the Apicomplexa
phylum (10). The development of new ge-
netic tools for the parasite Cryptosporid-
ium (1I) will enable further comparisons
across the phylum and will provide infor-
mation about the shared evolution-
ary path of apicomplexan parasites
as well as their adaptation to infect
and interact with a diverse range of
host cells.

Current analyses of P. knowlesi
and P. falciparum focus on the
parasite blood stages that can be

cultivated in vitro. Future studies should
aim to translate these to the transmission
(12) and liver stages (13), as achieved for P.
berghei. Although current P. knowlesi 1labo-
ratory strains transmit poorly, overcoming
these challenges will enable genus-level
comparison of how gene essentiality pro-
files are redefined as the parasite navigates
its complex life cycle. Although P. knowlesi
shares much of its biology with P. vivax,
it does not cause disease relapse through
formation of hypnozoites, a dormant stage
in the liver. Development of the Plasmo-
dium cynomolgi model (14), which forms
latent hypnozoites, should be informative.
Similarly, understanding how gene essen-
tiality changes in response to drugs or al-
tering experimental conditions can provide
vital leads to understanding how parasites
respond to their environment (15).
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POLAR SCIENCE

Probing the planet’s poles-

Apaleontologist explores our intertwined-—=
fate with-Earthsmostremote regions—_—

By Sarah Boon

aleontologist Neil Shubin’s Ends of the
Earth offers readers a comprehensive
overview of the geology, oceanogra-
phy, glaciology, geopolitics, and clima-
tology of the planet’s polar regions:
Antarctica and the Arctic. Shubin
writes clearly and understandably about
various complex topics, incorporating stories
about his own fieldwork experiences in these
places and arguing that polar science offers
a “lens to see the natural world and the ex-
traordinary ways we have come to know it.”

Shubin explains how climate cycles have
influenced global-scale glaciation patterns,
describing the “Snowball Earth” hypoth-
esis, which posits that Earth was covered
in ice at least two times in the past: once
710 million years ago and a second time
660 million years ago, with each period
lasting ~10 million years. After each freez-
ing period, the theory goes, Earth’s tem-
perature rose quickly, and the ice melted
completely.

The impacts of these climatic changes
are reflected in the movement of various
Homo species across Europe, Asia, the
Middle East, and Africa. Shubin describes
recent research that shows that their trav-

The reviewer is a freelance writer and editor from
Vancouver Island, Canada, and the author of the
forthcoming book Meltdown: The Making and Breaking
of a Field Scientist (Univ. of Alberta Press, 2025).
Email: snowhydrol@gmail.com
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els were affected by habitat, glacial, and
climate changes caused by predictable
shifts in Earth’s orbit around the Sun.
Shubin notes that the story of the poles
has largely been told by men who were ex-
plorers first and scientists second. To rectify
this, he highlights the work of three trail-
blazing women researchers in polar geology:
Margaret Bradshaw, one of the
first women to lead field teams in
Antarctica; Maureen Raymo, who
studies terrestrial weathering and
the carbon cycle; and Mary Daw-
son, a paleontologist who discov-
ered that the Arctic was warm
50 million years ago and animals
could travel between continents.
Shubin takes a deep time view
of Earth’s history, but he also
understands the importance of
studying current conditions in the
polar regions. His book includes
an interview with Eric Rignot, a
researcher at NASA’s Jet Propul-
sion Laboratory, who describes using satel-
lite imagery to identify changes in the extent
of the Antarctic Ice Sheet and to capture the
collapse of the Larsen Ice Shelves A and B.
Polar glacier changes have also been
observed on the seafloor, both through
traditional methods such as sediment
cores and by means of newer tools such
as remotely operated vehicles (ROVs). At-
lantic sediment cores contain layers of
rock shaped by glaciers, suggesting that

Ends of the Earth:
Journeys to the Polar
Regions in Search
of Life, the Cosmos, and
Our Future
Neil Shubin
Dutton, 2025. 288 pp.

Earth’s polar regions affect and are affected
by humanity’s collective actions.

the North American ice sheets calved and
drifted east, dropping their load of subgla-
cial rocks along the way. ROVs have also
revealed that Antarctic glaciers bob up and
down with the tide. Shubin describes why
these changes are important: When float-
ing Antarctic glaciers melt owing to their
proximity to warmer ocean water, this re-
moves the buffer that prevents inland gla-
ciers from flowing out to sea and drawing
large amounts of ice from the interior of
the Antarctic Ice Cap along with them.

International agreements keep the Ant-
arctic free from development, dividing it into
sectors in which each invested country does
research. The geopolitics of the Arctic are
more complicated. Shubin delves into the
Canadian government’s relocation of Qué-
becois Inuit to barren lands farther north—
an act critics argue was simply to establish
the country’s presence in the region, with
no consideration for the people involved.
Although countries that border the Arctic
Ocean have ratified the United Nations Con-
vention on the Law of the Sea, there remain
arguments about what parts of the seabed
belong to whom, especially with regard to
mineral resources.

While these regions may seem remote
from civilization, Shubin lays bare the cas-
cading impacts of changes at the poles on
other parts of the globe. These include an
increased release of greenhouse gases from
melting permafrost, accelerated global warm-
ing as the ice cover declines and
surface reflectivity is reduced,
changes to animal populations
that are not adapted to warmer
Arctic temperatures, and even
the reemergence of once-frozen
diseases, such as anthrax. One
of the most important impacts is
on the Atlantic Meridional Over-
turning Circulation (AMOC), an
ocean current that brings warm
water to the north Atlantic and
keeps Europe “warm” relative
to other locations at the same
latitude. A collapse of the AMOC,
which some experts argue is al-
ready occurring, could bring colder weather
to these countries.

“Having led my own expeditions to po-
lar regions for several decades, the work has
become a part of me,” writes Shubin. “But
the converse is also true: our lives become
part of the landscape itself” Following this
line of reasoning, it is important to remem-
ber that our lives in nonpolar regions affect
what happens at the poles.

10.1126/science.adu5421
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The future of measles

A pediatrician confronts the disease’s persistence
in a world where eradication is possible

By Arthur Caplan

hen I was a little boy of 6, I con-

tracted polio in one of the last large

outbreaks in the United States.

My horrified parents observed

the paralysis that emerged in my

neck and legs and brought me to
Boston Children’s Hospital, where, ironically,
an earlier breakthrough had been achieved
that resulted in me being one of the last
Americans to be sickened by the disease. It
was here, in 1949, that microbiologist John
Enders and physicians Thomas Weller and
Frederick Robbins discovered a
method for culturing poliovirus
in human tissue samples. Jonas
Salk’s injectable polio vaccine
became publicly available 6 years
later, just as I fell ill, and—
together with Albert Sabin’s sub-
sequent oral vaccine—led to the
near eradication of polio glob-
ally. I mention all this because
in his important and accessible
(albeit often depressing) new
book, Booster Shots, pediatrician
Adam Ratner contrasts the al-
most complete eradication of po-
lio with humanity’s utter failure
to eradicate measles.

The two diseases once ap-
peared to be on the same tra-
jectory. Indeed, as he had done
with polio, John Enders, to-
gether with physician Thomas
Peebles, isolated the measles
virus in human tissue in 1954.
A vaccine was licensed by 1963. Why then
did the two diseases diverge? Our failure
to send measles into the history books has
not been due to a lack of knowledge but,
as Ratner engagingly recounts, a failure to
take the requisite political steps to prevent
and eradicate it (not to mention numerous
other infectious diseases).

Measles has long been understood as a
highly contagious disease with a predict-
able incubation period and variable out-
comes related to malnutrition, congested
living arrangements, travel, and age. All

The reviewer is at the Division of Medical Ethics, NYU
Grossman School of Medicine, New York, NY, USA.
Email: arthur.caplan@nyumc.org

SCIENCE science.org

this is well known thanks to the work of
the 19th-century physician Peter Ludvig
Panum, who was sent from Copenhagen to
manage a deadly measles epidemic in the
remote Faroe Islands in 1846. What he dis-
covered affected not only the understand-
ing of measles but also the entire founda-
tion of medicine.

The then prevailing theory of disease
causation invoked “miasma”—bad qual-
ity air. Panum was something of a skeptic.
He took advantage of the remoteness of
the Faroes and the isolation of its villages
to trace the start of a novel outbreak and

The measles vaccine is safe and effective, yet the disease resists elimination.

its subsequent spread, firmly establishing
the contagion theory of disease (later con-
firmed by Louis Pasteur and Robert Koch
as “germ theory”).

Returning to the present day, by the year
2000, vaccination had eliminated measles
in the United States. As of December
2024, however, 283 measles cases had been
reported in 30 US states and the District of
Columbia, with >80% of those cases occur-
ring in unvaccinated individuals or those
whose vaccination status was unknown (7).

Ratner sees many causes for the failure
to eradicate measles. Some are familiar:
a world indifferent to the plight of the poor;
a failure to grapple with the threat endemic
measles poses when travel is easy; an in-

Booster Shots:

The Urgent Lessons of
Measles and the Uncertain
Future of Children’s Health
Adam Ratner

Avery, 2025. 288 pp.

ability to respond rapidly when outbreaks
occur, especially during wars; and the lack
of a serious, well-funded, coordinated inter-
national effort, as had been mounted with
polio.

The poor of the world cannot get vac-
cines. The rich can, but for those with re-
sources, other factors can discourage mea-
sles vaccination. A fear that the vaccine may
cause autism—a false claim perpetuated
again and again by fraudsters and quacks—
is to blame, along with the relaxation of
school mandates; the latter is driven by anti-
government sentiments that prioritize per-
sonal freedom over the duty to
protect the vulnerable. Ratner
notes that it does not take too
many hesitant and refusing par-
ents to get a fulminating out-
break underway, as the virus is
highly infectious, and vaccines
are not 100% protective.

Nonetheless, Ratner remains
a self-proclaimed optimist about
eradicating measles. It is, for
one, very cost-effective. Ratner
suggests $58 saved for every
dollar spent. He also notes that
“the goal itself is worthy...eradi-
cation will save children’s lives—
millions of them.”

I agree, but unlike Ratner,
I am not optimistic. Before we
can make headway on this goal,
attitudes about our duties to the
global poor must change. Add a
growing, dangerous adulation
of unbridled free choice, and
vaccines are undeniably in trouble. Those
touting liberty will not be swayed by efforts
at correcting misinformation. They are not
anti-vaccination out of ignorance. Rather,
they are devotees of a highly dubious ethic
that worships individual autonomy over
community responsibility.

The worst enemy of measles is, Ratner
capably shows, a vaccine. But the worst en-
emies of the measles vaccine are those un-
concerned about the fate of others.

REFERENCES AND NOTES

1. National Foundation for Infectious Diseases,
Infectious Diseases: Measles; https:/www.nfid.org/
infectious-disease/measles/.

10.1126/science.adu8834

7 FEBRUARY 2025 « VOL 387 ISSUE 6734 585



LETTERS

Edited by Jennifer Sills

Addressing Australia’s
biodiversity crisis

As Australia’s 2025 federal election
approaches, political parties and candidates
must demonstrate increased commitment to
addressing climate change and biodiversity
loss. Without urgent action, species (7) and
ecosystems (2) already under severe pressure
will continue to decline and collapse, and
global biodiversity targets, such as establish-
ing a trend of recovery by 2030 (3), will be
nearly impossible to achieve. Australia must
become a conservation leader by protecting
and repairing its extraordinary and largely
endemic biodiversity.

More than 2000 species and over 100
ecological communities are threatened with
extinction in Australia (4), and the list con-
tinues to grow rapidly. Koalas were listed as
endangered in 2022 under national environ-
mental law (5), and the Great Barrier Reef
is deteriorating through repeated bleaching
events (6). Yet funding for conservation
in Australia is insufficient and well below
levels of other nations with similar socioeco-
nomic characteristics and capacity, such as
the United States (7).

Australia’s primary environmental
law, the Environment Protection and
Biodiversity Conservation Act, has failed to
enable the federal government to effec-
tively protect the environment and cannot
adequately address current and future
environmental challenges (8). The current
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federal government promised to reform
the law to remedy these shortfalls, but the
process has stalled (9).

In the meantime, Australia’s government
is hoping to greatly improve conserva-
tion outcomes by creating a “nature repair
market” (10). This initiative would reward
individuals and corporations for investing
in nature restoration projects. Conservation
investment from industry is welcome,
but this market may not fill the void in
government funding. Moreover, a market
mechanism may be less efficient than direct
investment from government (11). Either
way, the market’s credibility will be under-
mined if the downward trend of Australia’s
biodiversity continues due to ineffective
environmental laws.

The next Australian government must
prioritize conservation by fast-tracking
environmental law reform and strengthen-
ing enforcement. Development proposal
assessments should explicitly consider
emissions as “climate triggers” and either
rule out proposals deemed too severe or
require developers to meaningfully mitigate
the impacts of projects. Only urgent action
to address climate change can prevent
long-term and widespread environmental
damage. An annual investment of AUS $7.3
billion per year (12), about 0.3% of gross
national product, for 30 years would sup-
port substantial progress toward protecting
and recovering Australia’s environments
and species (8). Australia’s next administra-
tion must commit to this investment to help
meet national and global environmental
and conservation goals.

The palm cockatoo (Probosciger aterrimus)
is one of many vulnerable species in Australia.
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Australia’s inadequate
marine protection

In October 2024, the Australian govern-
ment announced the expansion of the
Heard and McDonald Islands Marine
Park Reserve and claimed that 52% of
Australian waters are now protected,
making the nation the “global leader in
marine conservation” (7). That announce-
ment disregards evidence that Australia’s
Marine Protected Area (MPA) network has
consistently failed to protect important
areas of biodiversity (2-6). Australia must
substantially improve its MPA network
before claiming conservation success.
Although, as the government claimed,
MPASs cover 52% of Australia’s waters, MPA
status does not guarantee protection. In
30% of the nation’s waters, MPA network
status does not prohibit threats to biodi-
versity such as mining, mining exploration,
and commercial fishing (5). The other
22% of Australia’s MPA-designated waters
are safeguarded by MPAs that do not
permit extractive activities (7), but about
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66% of those waters are located in four of
Australia’s offshore territories, two of which
are unoccupied by humans. Although these
MPAs are among the biggest globally (8),
they are in areas largely free from direct
human threats. Only about 8% of Australia’s
MPAs are zoned and located in a way that
mitigates human impacts and delivers con-
servation benefits (9, 10).

The expansion of the Heard and
McDonald Islands MPA exemplifies
Australia’s quantity-over-quality approach
(I). Most of the new, fully protected areas
are too deep to support commercial
fisheries and therefore face no direct
threats (1I). As a result, protecting them
arguably offers little conservation benefit.
Meanwhile, key conservation features
such as undersea canyons, seamounts, and
fish spawning grounds remain unpro-
tected and vulnerable (11).

By claiming global leadership while
ignoring evidence-based best practices to
safeguard its marine life, Australia is mak-
ing a mockery of the Kunming-Montreal
Global Biodiversity Framework’s bold ambi-
tions (12), especially Target 3, which calls for
protection of 30% of oceans in areas of bio-
diversity importance and representation. To
meet this goal, Australia must focus on fea-
tures of high ecological importance where
threats can be meaningfully abated through
formal marine protection. Prioritizing and
fully protecting such areas will enable the
country to balance extractive marine activi-
ties with biodiversity conservation needs.
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Generative Al exacerbates
the climate crisis

The economic benefits of generative arti-
ficial intelligence (AI) could reach US$7.9
trillion annually (7). The emergence of
groundbreaking generative Al tools has
spurred development (2). However, the
explosion of generative Al is exacerbating
the global climate crisis. The scientific com-
munity, industry, and policy-makers must
urgently address its effects.

ChatGPT, a natural language processing
tool released by OpenAl in 2022 (3), has
sparked a global wave of large language
models, driving a surge in demand for
intelligent computing power. Concurrently,
climate challenges continue unabated. The
combined electricity consumption of the Al
and cryptocurrency industries reached 460
terawatt-hours (TWh) in 2022, account-
ing for about 2% of the global total energy
consumption. Consumption is projected
to reach 1000 TWh by 2026 (4). In 2024,
increased energy consumption by data
centers drove a surge in carbon emissions
(5). As the generative Al industry expands,
its electricity consumption is expected to
grow rapidly (5).

The energy consumption of generative
Al stems from the huge computational
power required during model training
and the resources expended in respond-
ing to user queries (6). ChatGPT will
likely consume more than half a mil-
lion kilowatt-hours of electricity daily to
handle about 200 million user requests
(7). The latest model, OpenAl o1, incurs
even greater carbon emissions when
tackling complex reasoning tasks (8).
High-performance hardware, such as
graphics and tensor processing units,
requires additional electricity to power
cooling systems and consume substantial
amounts of water (9).

Principles such as the Montreal
Declaration for a Responsible Development
of Artificial Intelligence (10) have been
widely accepted in pursuit of sustain-
able generative Al. Since 2023, internet
technology companies around the world
have invested heavily in purchasing clean
energy (1I). However, greenhouse gas emis-
sions have still risen substantially because
of the surge in generative Al research and
development (4).

Researchers must explore methods to
reduce generative Al's energy consumption.
For example, measuring AT’s total footprint
on the environment throughout its life cycle
can pinpoint opportunities to reduce its
negative effects. Transferring knowledge
from a complex model to a simpler, smaller,
and more efficient model can reduce
computational costs while maintaining
model performance. Transforming high-
dimensional data into low-dimensional
data while maintaining important infor-
mation can help simplify the data, reduce
computational costs, and improve model
performance (6). In addition, enterprises
need to publicly disclose the actual energy
consumption of their generative Al projects.
Nations should regulate generative Al
technologies and refine sustainable genera-
tive Al regulations. Strengthening regional
communication will facilitate the creation of
international standards and norms as well
as knowledge sharing and innovation (12).
Countries should also bolster support for
renewable energy sources and raise public
awareness of generative AI’'s environmental
impact through education and advocacy.
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By Jesse Smith, Bianca Lopez, and Brad Wible

owhere in the world is climate change having greater
impacts on the environment than at the poles. Still, de-
spite our understanding of the broad effects that global
warming is driving there, our knowledge of the details
of this process is full of holes. To describe what the po-
lar regions will look like and to guide future research
into those places, in this Special Issue we present three
Reviews and a Policy Forum that discuss the most im-
portant recognized knowledge gaps regarding how the
Antarctic Ice Sheet is losing mass; the state of Antarctica’s terres-
trial biodiversity and how it is responding to climate change; what
the landscape of the Arctic will resemble if national commitments
to slow global warming by reducing greenhouse gas emissions are
met; and how we can help ensure that research about the Arc-
tic addresses the needs of the nearly 4 million people that live
there and promotes international scientific cooperation despite
existing geopolitical divisions. Given the disproportionate influ-
ence of the polar regions on Earth properties such as sea level,
albedo, and greenhouse gas emissions from thawing permafrost,
climate warming at high latitudes and its implications are critical
to understand. Thus, it is incumbent on us to learn all that we can
about how we are affecting the poles, what can be done to miti-
gate the harmful changes we are causing there, and how we might
manage the changes that are occurring. Addressing these issues
now, in the first year of what the United Nations has declared the
“Decade of Action for Cryospheric Sciences,” is both fitting and

important for the health of the whole planet.
10.1126/science.adw2518
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Ice cores from 2300 meters’ depth await processing (left) at the East Greenland Ice-core Project,
a Danish-led drilling project in northeastern Greenland. The work took place in trenches dug in the snow
and then covered with inflatable roofs (above).

herever the ice sheet that cov-
ers Greenland finds an outlet
to the coast, it is sliding sea-
ward, and far faster than it
used to. Inland the motion
slows—except in northeast-
ern Greenland. There, three
neighboring outlet glaciers
are fed by a narrow channel
of fast-moving ice that reaches 700 Kilo-
meters into the interior. On color-coded
maps of ice velocity, the channel looks like
a dagger aimed at the ice sheet’s heart.
Called the Northeast Greenland Ice Stream
(NEGIS), it accounts for some 12% of the ice
sheet’s mass loss. Its rapid flow—more than
50 meters a year—is a mystery, says Dorthe
Dahl-Jensen, a glaciologist at the University
of Copenhagen (KU). “We really have a very,
very basic understanding.”

Ten years ago, Dahl-Jensen and others set
out to solve that mystery by drilling right
through the ice stream. The East Greenland
Ice-core Project (EastGRIP), which ended
last year, lost 2 years to the COVID-19 pan-
demic before it reached bottom at a depth of
2670 meters. But it is already yielding trans-
formative results—including a worrying
discovery that the bottom of the ice stream
is not frozen to bedrock, as previously
thought. Instead, from top to bottom, the
ice moves as a block toward the ocean. “The
whole block of ice is sliding on water and
mud,” Dahl-Jensen says. That raises fears
that the stream could accelerate as the cli-
mate continues to warm.

The Greenland Ice Sheet has now lost
mass every year since 1996. Last year’s loss
was the lowest in a decade—but the ice sheet
still shed 80 gigatons of water, according
to the Geological Survey of Denmark and
Greenland, which is the equivalent of about
2.5 million liters, or an Olympic swimming
pool, every second. Melt from Greenland
accounts for more than one-quarter of the
current rate of global sea level rise, which
has surged to more than 4 millimeters a
year. Some 7 meters of potential rise are
locked up in Greenland ice.

Evidence from other ice cores suggests
the ice sheet is vulnerable. Grit found at
the bottom of the Camp Century core in
northwestern Greenland showed the site
was ice free during an interglacial period
some 400,000 years ago, and that the ice
sheet as a whole lost 1 kilometer in thick-
ness, says Paul Bierman, a geochemist at
the University of Vermont. “There’s now
compelling evidence that Greenland’s ice
sheet has melted substantially if not com-
pletely when temperatures were similar to
today,” Bierman says.

Yet projecting the future of Greenland’s
ice loss this century and beyond remains a
huge challenge. Ice streams are the primary
reason why, says Sune Olander Rasmussen,
a KU climate scientist who worked on East-
GRIP. There are two main ways Greenland
sheds ice. First, there’s direct melting from
warmer air and waters—a gradual process,
though still hugely hazardous. U.N. projec-
tions that Greenland will contribute no
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Workers at EastGRIP lower a drill rig into a borehole (above). Between drilling runs,

lead scientist Dorthe Dahl-Jensen (right, in blue parka) and her team deployed a borehole logger
to detect shifts in the hole’s shape, which reveal variations in the ice’s speed.
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A geodesic dome, bathed in midnight sunlight, served as EastGRIP’s kitchen, mess hall, office area, and air control
tower. Its cozy comforts boosted morale in the frigid, isolated conditions—as did impromptu volleyball games.

more than 18 centimeters of sea level rise
by century’s end are based primarily on di-
rect melting.

Then there are the ice streams and all the
iceberg-calving coastal glaciers. “What we're
really worried about is how fast ice is exported
into the ocean,” Rasmussen says. This second
process is far less predictable. That’s why it
was so important to study it at EastGRIP.

THE DANES ARE FAMED for drilling ice cores
in Greenland, an effort they have pursued
for decades. The main goal of earlier proj-
ects was to extract a record of abrupt cli-
mate change from ancient air frozen into
the ice. EastGRIP was the first core drilled
to understand how an ice stream moves.
“Normally we’d avoid this at all costs,”
Rasmussen says. “Glaciologists want very
little flow”—it can distort the annual layer-
ing that allows the cores to be dated.
Drilling began in 2016. The site looked like
the rest of the ice sheet—flat, white, wind-
swept. But Dahl-Jensen and her team had
long since figured out how to create hygge,
or Danish coziness, in bleak spots. Research-
ers and staff slept in heated tents, and a two-
story black geodesic dome was the heart of
the camp, home to a full kitchen, dining area,
and work spaces. The drilling happened in
caves created by digging trenches, then in-
flating massive balloons inside to form snow-
covered roofs. Researchers rotated through
second jobs—cleaner, cook’s assistant, water
supply manager—so the team as a whole
could focus on science. “The whole world

ceases up there,” says Tyler Jones, a paleo-
climatologist at the University of Colorado
Boulder. “It’s a very freeing place to be.”

No amount of ~ygge can ease working out-
side at nearly 3000 meters’ altitude and tem-
peratures between -20°C and -30°C. “You
can’t eat enough to replenish your energy
reserves,” says Andreas Fichtner, a seismo-
logist at ETH Ziirich. Still, the location lured
visitors, among them a team led by Daniela
Jansen, a geophysicist at the Alfred Wegener
Institute (AWI). For 3 weeks in 2018, they
flew AWT’s Polar 6 research plane low over
the ice, using its ice-penetrating radar to ex-
amine its structure, including internal folds
that record the history of the stream.

What the researchers found and re-
ported last year in Nature Communica-
tions was a surprise: NEGIS has only
existed for the past 2000 years—not since
the last ice age, as commonly believed. It
seems the streaming locations on an ice
sheet “can jump around,” Jansen says. If
so, adds Dave Roberts, a glacial geologist
at Durham University, “that fundamen-
tally shifts our understanding of how ice
streams switch on and off.”

Although studying climate wasn’t the
project’s primary goal, researchers took the
opportunity to probe the mysterious spurts
of abrupt warming that punctuated the ice
ages. Known as Dansgaard-Oeschger (D-O)
events, each one raised air temperatures
over Greenland by more than 15°C for a few
decades. To trace how the Greenland cli-
mate changed season by season during the
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D-O events, Jones and his colleagues melted
samples of core and analyzed the gases re-
leased using laser spectroscopy techniques
first pioneered in Antarctica. They wanted
to measure shifting ratios of hydrogen and
oxygen, which provide a fine-scale record of
ancient temperature.

In a preprint, Jones and his colleagues
report that the variability of Greenland’s
weather declined for centuries before many
of the warming events. They suggest a pos-
sible explanation: The stable weather re-
sulted from a retreat of seasonal sea ice over
the North Atlantic Ocean. The ice retreat
also allowed the ocean to release more heat
to the air, setting the stage for a decades-
long warming spike. “It’s a massive reorga-
nization of the climate system,” Jones says.
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BY 2019, after 4 years of drilling, the bore-
hole was 2.1 kilometers deep, about four-
fifths of the way to the bottom. Then
came the COVID-19 pandemic. When the
researchers returned to the camp in 2022,
they found it buried under meters of new
snow and ice. “The structures on the sur-
face drowned,” Dahl-Jensen says; the ceil-
ings of the snow caves collapsed. It took
half the season to dig out the site with
chainsaws. “I think we moved 16 tons of
ice blocks,” she says.

For the last month of the 2022 season,
Fichtner joined the camp. He’s a pioneer
in a technique that turns fiber optic cables
into dense arrays of seismometers by de-
tecting the minuscule stretching caused by
passing seismic waves. He mostly worked

on the ice surface, but on the last day of
the season, after drilling had stopped,
Dahl-Jensen allowed him to unspool his
fiber cable down the borehole itself.

It was a perilous experiment—if the
cable broke under its own weight, it could
jam the borehole and end the project. To
lessen the tension, Fichtner rested the ca-
ble on the borehole’s slightly inclined side.
Then, by setting off explosions at the sur-
face and picking up seismic waves racing
through the ice, he hoped to capture the
ice stream’s structure in fine detail.

But it was what the team saw between
the blasts that shocked Fichtner. Research-
ers thought massive ice sheets, unlike noisy,
cracking glaciers, flow silently, like viscous
fluids. But rather than absolute quiet,
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Fichtner’s cable picked up two cascades
of minute ice quakes. Their magnitude
suggests they emanate from centimeter-
scale, faultlike features found in many ice
cores, Fichtner and his team report in a
paper online this week in Science. If such
quakes turn out to be widespread, the sud-
den lurches they signal could help explain
why ice streams move faster than modelers
can simulate. “It’s a plausible missing link,”
Fichtner says.

The next year, in 2023, drilling finished
in dramatic fashion, with a struggle to
recover the end of the core. It turned out
the drill head had hit mud and grit at the
bottom of the hole and gotten stuck. That
discovery made sense given what Dahl-
Jensen’s team was learning from instru-
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ments lowered into the borehole to track
the speed of ice at different depths.

Open any textbook, Dahl-Jensen says,
and it will tell you the bottom fifth of an
ice stream is a shearing zone, where the ice
slows and finally adheres to the bedrock.
That’s not what the borehole loggers said.
“We were expecting to get into this shear,
but we never did,” she says. The bottom of
the ice was moving just as fast as the top,
because it was sliding on mud. If the finding
holds up, and turns out to be true of other
ice streams, it would suggest the streams are
pushing more ice into the ocean than previ-
ously believed, Dahl-Jensen says—and that
the flow could readily speed up.

Even though the EastGRIP team packed
up camp last summer, the borehole will

At the University of Copenhagen, researchers

use a diamond saw to cut samples of ice for further
analysis (top left). Air bubbles trapped in the core
(bottom left) can be extracted (above) to reveal the
composition of the ancient atmosphere.

remain accessible for decades, enabling
researchers to keep monitoring ice move-
ment. Given the new evidence of the ice
stream’s changeability—and vulnerability—
the borehole will be a critical sentinel,
Roberts says: “We could be right on the
cusp of this threshold where we start to see
accelerated retreat.”

Lukasz Larsson Warzecha is a Sweden-based
photographer and cinematographer who specializes in
environmental and scientific documentary journalism.
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SCIENCE DIPLOMACY

Arctic research cooperation in a turbulent world

Rapid Arctic change requires multifaceted approaches with Arctic peoples at the forefront

By Jennifer Spence, John Holdren,
Fran Ulmer

he Arctic sits at the leading edge of

some of the most pressing problems

the world faces today—coping with

the growing and socioeconomically

uneven impacts of climate change;

finding an appropriate balance be-
tween economic development and conser-
vation; and coordinating governance across
local, regional, and international boundar-
ies—all made more challenging by increas-
ing populism and distrust of government,
renewed great-power competition, rising
geopolitical tensions, and fears about the
stability of the rules-based international or-
der. In the Arctic, as in the rest of the world,
these issues are complex, interconnected,
and compounding each other. In what fol-
lows, we elaborate on three central issues:
current scientific understanding of the
regional and global impacts of Arctic cli-
mate change, ensuring that Arctic research
addresses the needs of Arctic peoples and
communities, and the importance of sus-
taining Arctic cooperation in challenging
geopolitical times.

Because temperatures in the Arctic are
increasing approximately three times faster
than the global average (I), the interacting
impacts in this region are, in a way, advance
notice of what awaits the rest of the world
as global temperatures continue to rise. But
there are more immediate reasons that what
happens in the Arctic should be of interest
to the wider world. Rapid climate change in
the Far North is responsible for ever-larger
wildfires that are sending smoke into midlat-
itudes (2); it is contributing to the increased
frequency and magnitude of extreme weather
events across the Northern Hemisphere (3);
and it is adding to sea-level rise around the
world (7). Furthermore, climate change in the
Arctic is a driver of international tension and
conflict over terms of access to Arctic Ocean
resources and the management of the sea
routes that are opening up as sea ice shrinks,
which could add to an already vexing geopo-
litical landscape (4).

More positive reasons for global inter-
est in the Arctic also exist. These include
the global recognition and respect for
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the region’s Indigenous peoples, distinc-
tive wildlife, and fragile lands and waters;
the role the Far North needs to play as a
leader in climate adaptation strategies; and
the Arctic’s history of developing innova-
tive governance mechanisms that priori-
tize the engagement of Indigenous peoples
and other Arctic residents (I, 4-6). Notable
as well has been the region’s history of le-
veraging research and science diplomacy,
through institutions such as the Arctic
Council and the Agreement to Prevent Un-
regulated High Seas Fisheries in the Central
Arctic Ocean, to support sustainable devel-
opment, resource management, and envi-
ronmental protection across borders.

REGIONAL AND GLOBAL IMPACTS

Rapid warming in the Arctic is compound-
ing challenges that face communities,
Indigenous peoples, and economic develop-
ment in the region, even as it propagates
substantial impacts globally. The reasons
for the Arctic’s rapid pace of warming are
well understood scientifically, making clear
that the region will continue to be at the
leading edge of global climate change (7).
Improved and expanded monitoring and
research over the past 10 to 15 years has
increased understanding of how Arctic
warming affects northern environmental
conditions and processes, the impacts of cli-
mate change on Arctic peoples and ecosys-
tems, and how Arctic conditions affect the
rest of the world. Here are a few examples.

Loss of sea ice

Since the start of adequate satellite mea-
surements in 1979, the late summer cov-
erage of sea ice in the Arctic Ocean has
declined by almost 50% and its volume by
about 75% (I). That has brought some po-
tential benefits (although some may see in
these considerable risks): new northern nav-
igation routes, increased access to seabed re-
sources, and perhaps expanded commercial
fishing. But it also has brought serious en-
vironmental challenges: more marine pol-
lution, soot, and marine-mammal impacts
from increased ship traffic; the ongoing and
expected effects of sea-ice decline on seals,
walruses, and polar bears that are central to
the subsistence and cultures of Indigenous
communities; and the effects of the re-
treat of sea ice from the shoreline on storm
waves, coastal erosion, and the very viability

of coastal communities. The effect of sea-ice
decline on the pole-to-equator temperature
difference is combining with other climate-
linked changes in the Far North and beyond
to alter atmospheric circulation patterns
and ocean currents across the Northern
Hemisphere, with widespread impacts on
weather extremes and marine biota (3, 7).

Loss of land ice

Arctic glaciers other than those emanating
from the Greenland Ice Sheet have lost about
180 billion tonnes of ice per year in the 21st
century, accelerating river-bank erosion, in-
creasing river turbidity, reducing salinity in
the Arctic Ocean, and contributing to global
sea-level rise (7). The average loss from the
Greenland Ice sheet in this period has been
in the same range—even larger than that
from Antarctica (I). The Antarctic Ice Sheet
is far larger but until now has been losing ice
more slowly.

Permafrost thaw

Impacts of permafrost thaw across the Arctic
and sub-Arctic are many (1, 6). The resulting
ground subsidence can tilt and rupture build-
ings, roads, and village walkways over tundra
as well as infrastructure for water, sanitation,
and energy. Thawing also compounds the
effects of sea-ice retreat on coastal erosion.
Likewise dismaying, permafrost thaw is re-
leasing mercury and toxic wastes and could
well be releasing long-dormant pathogens—
all formerly stored safely in frozen ground.
It has become clear that release of carbon
dioxide and methane from thawing perma-
frost could become large enough in coming
decades to reduce meaningfully the so-called
“carbon budget”—the remaining headroom
for direct human emissions of CO, worldwide
that is consistent with staying below a global-
average temperature increase of 2°C (8). This
amounts to a threat to increase all of the ad-
verse impacts of climate change worldwide.

Wildfires

Much better understood now than 20 years
ago are the climate-linked factors that have
been increasing the area burned by wildfires
across the Arctic and sub-Arctic. The best lin-
ear fit to the most recent data for the perma-
frost regions of Alaska and Canada combined
shows a roughly fourfold increase in average
annual area burned between 1960 and 2023
(1). It is projected that the area burned could
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double again in the next 25 years. Trends in
Russia appear similar. Regional effects of
these wildfires include destruction of tim-
ber, wildlife habitat, and infrastructure; ac-
celerated permafrost thaw; and immense
quantities of toxic smoke afflicting local
populations. Impacts beyond the region in-
clude propagation of smoke into the midlati-
tudes and release of large amounts of stored
carbon, contributing to the pace of climate
change globally (7, 8).

MEET THE NEEDS OF ARCTIC PEOPLES

AND COMMUNITIES

Much is known about rapid climate change
in the Arctic and how it affects the region
and the world, but more research is essential
to more confidently predict the evolution
of climate-linked stresses
along various trajectories of
global temperature increase
and thus to be able to craft
appropriate mitigation and
adaptation strategies. This
work must link studies of
the Arctic climate itself
with other research in both
natural and social science
that addresses all the ways
altered climates affect eco-
systems and social systems.
Researchers  increasingly
recognize the interlinkages
of climate change, biodiver-
sity loss, and pollution (the
Triple Planetary Crisis) and
the importance of address-
ing together all the stress-
ors that are affecting Arctic
communities.

The Arctic is home to close
to 4 million people, includ-
ing Indigenous peoples with ancient cultures
and traditions that are intimately connected
to the lands, waters, and animals of the re-
gion (4). For them, climate change is not an
abstract challenge in the future but a force
that is affecting their lives today: exacerbat-
ing the challenges of water and food insecu-
rity, economic instability, housing shortages,
failing infrastructure, and potential reloca-
tion. Thus it is essential that Arctic research
be shaped by the needs of the region’s peoples
and communities. Dedicated attention and
resources need to be assigned to support-
ing Arctic communities to be resilient in this
period of transformation and change (7). For
example, as the world seeks to transition to a
low-carbon future, how can it be ensured that
the approaches used to access rare earth min-
erals or place new wind farms in the Arctic
are done in collaboration with the communi-
ties that will be affected?

Fundamental to Arctic research is not only
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what is studied but also how research is done
and who is both involved with and driving
the research agenda. In 2022, the Inuit Cir-
cumpolar Council released a protocol for
equitable and ethical engagement with Inuit
(9). This along with similar statements made
by other Arctic Indigenous peoples pro-
vide a clear framework for researchers and
decision-makers doing work in the region.
The coproduction of knowledge with Arctic
Indigenous peoples is an important tenet
that has been included in a growing number
of recent research initiatives. Many funding
bodies that support Arctic research now in-
clude evaluation criteria related to Indig-
enous engagement and/or prioritize projects
that include Indigenous partners. The Fourth
International Conference on Arctic Research

Planning (ICARP IV) process 2022-2026
has taken steps to include Arctic Indigenous
peoples in every aspect and stage of its work,
including a Research Priority Team dedicated
to coproduction and Indigenous-led method-
ologies (10). This is not to suggest that Arctic
institutions have figured out how to effec-
tively do community-driven and coproduced
research; rather, it emphasizes that many in
the research community are working with
Arctic communities to actively grapple with
how to do this well.

Effective, relevant, and timely research
requires cooperation across disciplines and
knowledge systems. There are many Arctic
institutions that have dedicated substantial
effort to understanding the limitations of
Western science and to incorporate methods
that produce holistic, place-based research
and knowledge that meets the needs of Arc-
tic peoples (I, 6). Innovative approaches to
research cooperation in the Arctic could be
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The village Saatut is in Greenland’s Uummannaq Fjord system.

useful in other regions, providing new solu-
tions for the world’s most pressing challenges.
For example, as the frequency, severity, and
extent of wildland fires grow in the Arctic,
Gwich’in Council International has been
leading efforts to revitalize community fire
management practices. These practices not
only demonstrate the intimate knowledge
that the Gwich’in hold of their homelands
but also introduce solutions that serve the
health of the people and the lands on which
they depend (11).

COOPERATION IN A DIVIDED WORLD
Although there are those who champion
the idea of an international treaty to govern
the Arctic, similar to Antarctica, this ap-
proach is not supported by the eight states
that hold sovereignty in the
region [United States, Can-
ada, Kingdom of Denmark
(Greenland), Iceland, Nor-
way, Sweden, Finland, and
Russia]. The Arctic states
point to the United Nations
Convention on the Law of
the Sea (UNCLOS) as the
legal instrument that gives
them primary authority
and responsibility to govern
the region and dismiss any
suggestion that other legal
mechanisms are needed or
desired (4). According to
UNCLOS guidelines, a vast
majority of the Arctic Ocean
falls within the maritime
jurisdictions claimed by the
Arctic coastal states. In fact,
countries seeking observer
status in the Arctic Coun-
cil, the region’s primary
intergovernmental forum, are required to
acknowledge Arctic states’ sovereignty in the
Arctic and the existing legal framework that
apply to the Arctic Ocean and “provides a
solid foundation for the responsible manage-
ment of this ocean” [(12), p. 14].

The idea of the Arctic as a geographical
unit for governance is relatively new. It was
not until the Cold War was coming to an end
that Arctic agreements and institutions were
developed that enabled Russia and the West
to build relationships and establish gover-
nance mechanisms around the shared pri-
orities of scientific collaboration, sustainable
development, and environmental protection.
Multilateral agreements and institutions
such as the Agreement on the Conservation
of Polar Bears (1973), the International Arctic
Science Committee (1990), the International
Arctic Social Sciences Association (1990), the
Barents Euro-Arctic Council (1993), and the
Arctic Council (1996) are classic examples of
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peace-building through science diplomacy.
The creation of these institutions was driven
by scientific concerns and questions but also
served a broader purpose of opening chan-
nels of communication, building trust, and
defining which states had the authority and
legitimacy to make decisions within the Arc-
tic region.

For the next 25 years, a multitude of in-
ternational institutions and convening
events focusing on the Arctic evolved and
expanded, putting scientific cooperation at
the heart of the region’s multilateral gover-
nance. Examples include the University of
the Arctic (2001), the Fourth International
Polar Year (2007-2008), Arctic Science Min-
isterial events (2016, 2018, and 2021), and
the Multidisciplinary drifting Observatory
for the Study of Arctic Climate (MOSAIC) Ex-
pedition (2019-2020). These events and in-
stitutions fostered relationships and shared
objectives that enabled important agree-
ments such as the adoption of the Agreement
to Prevent Unregulated High Seas Fisheries
in the Central Arctic Ocean (2021). Through
this agreement, Arctic coastal states invited
other states with distant water fishing capac-
ity (China, Japan, South Korea, and the Euro-
pean Union) to join them in establishing the
first legally binding, multilateral agreement
to take a precautionary approach to protect
an area from commercial fishing before fish-
ing had begun (13). Signatories agreed to
refrain from any commercial fishing in the
Central Arctic Ocean and to undertake joint
science to better understand the ecosystem.

In parallel with the science diplomacy
agenda of Arctic nations, the Indigenous peo-
ples of the region have worked for decades
to create a place for themselves within many
of these multilateral institutions. Their pres-
ence at these tables is recognized as an in-
novative feature of Arctic governance that
keeps local and regional priorities on the
agenda and elevates Indigenous Knowledge
and perspectives. Their participation has
also shaped the values and norms of many
of these institutions and the culture of Arctic
research cooperation and diplomacy more
broadly (1, 6, 7).

In 2022, however, Russia’s full-scale in-
vasion of Ukraine had immediate spillover
effects on Arctic collaboration. Not only
were formal diplomatic ties in the region
frozen, but Western states also halted
funding for research projects that included
Russian institutions or experts (a measure
not imposed during the Cold War). Nearly
3 years on, diplomatic ties between Russia
and the seven other Arctic states remain
severely damaged, but some avenues for
research cooperation have slowly resumed
through the working groups of the Arctic
Council (I14) and a limited number of other
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multilateral and bilateral institutions.

Unquestionably, there are risks and com-
plications associated with resuming some
research cooperation with Russia. But the
compelling need to share time-sensitive ob-
servations and research across borders can-
not be ignored, given the pace of change and
the demand for information to support deci-
sions. The Arctic is one bioregion with some
regional variations but functionally inter-
connected. It is not possible to understand
Arctic change by focusing on one country or
just one community. That is why it has been
so important to share information and col-
laborate on research and resource manage-
ment across national borders (15). Russia’s
importance to all of this can hardly be over-
stated, given the substantial portion of the
region that falls within its jurisdiction.

These are still early days in these renewed
research cooperation efforts. The relation-
ships that are being sustained or reestab-
lished are still fragile, and their effectiveness
is uncertain. But the pressing need for contin-
ued research cooperation in the Arctic com-
bined with the existing mechanisms that can
facilitate this work may position research-
ers and diplomats working in this region as
leaders in shaping a new era of science di-
plomacy. Although we believe that the Arctic
is an important and appropriate location for
science diplomacy to be advanced, it is criti-
cal that policy-makers and experts reflect on
what research cooperation should look like in
this new context and what role science diplo-
macy can and should play. With this in mind,
we offer two observations that can inform
how research cooperation advances in the
Arctic and how the Arctic might be a model
for other regions.

First, it is important to remember that the
Arctic has benefitted for decades from rec-
ognizing that effective governance is about
more than governments. Although govern-
ment-to-government relations are currently
limited, the network of institutions and indi-
viduals doing work in the Arctic remains vi-
tal. Arctic Indigenous peoples organizations,
universities, foundations, businesses, and
nongovernmental organizations have played
important roles in advancing cross-border
research cooperation and sustaining people-
to-people relationships. Their efforts will be
even more critical moving forward, and it
is important to find ways to support these
efforts. For example, the ICARP IV process
2022-2026 and the International Polar Year
2032-33, provide important and timely op-
portunities to convene and mobilize diverse
actors to advance strategic Arctic research
priorities for the region and the globe.

Second, Arctic research cooperation is
critical for global scientific understanding,
and global action is needed to respond to

the challenges facing the Arctic. This means
that irrespective of geopolitical tensions,
Arctic research cooperation is best served
by continuing to include experts from out-
side the region. Germany, the United King-
dom, China, and India, as examples, have
all demonstrated an interest in and a will-
ingness to commit expertise and resources
to Arctic research cooperation. Although
there are risks and sensitivities around in-
viting actors from outside the region, exist-
ing Arctic institutions such as the Arctic
Council and the International Arctic Sci-
ence Committee provide long established
mechanisms to include these experts. At
the same time, non-Arctic actors need to
recognize the distinct culture and values
of Arctic research. They need to seek to un-
derstand and respect the high importance
placed on Indigenous Knowledge and con-
duct research that meets the needs of Arctic
communities. This means being transpar-
ent about research plans and projects and
sharing relevant data and analyses.

Close to 30 years of solid Arctic research
cooperation has created a strong foundation
for people-to-people relationships and multi-
lateral governance mechanisms that can still
be leveraged. An opportunity exists for the
Arctic to serve as a model for how to sustain
research cooperation on issues of common
concern during difficult and uncertain times,
but success will require investments in the
next generation of Arctic policy-makers and
researchers and a commitment to the insti-
tutions that support Arctic research coopera-
tion and diplomacy.
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REVIEW

Antarctica in 2025: Drivers of deep uncertainty in

projected ice loss

Helen Amanda Fricker'*, Benjamin K. Galton-Fenzi>>*, Catherine Colello Walker®,
Bryony Isabella Diana Freer', Laurie Padman®, Robert DeConto’

Antarctica is a vital component of Earth’s climate system, influencing global sea level, ocean circulation,
and planetary albedo. Major knowledge gaps in critical processes—spanning the atmosphere, ocean,
ice sheets, underlying beds, ice shelves, and sea ice—create uncertainties in future projections, hindering
climate adaptation and risk assessments of ice intervention strategies. Antarctica’s ice sheet could
contribute 28 centimeters to sea level by 2100, and potentially more if we surpass warming thresholds
that trigger instabilities and rapid retreat. We review recent advances in understanding the changing
stability of the ice sheet margins and identify key processes that require further research. Progress
requires high-resolution satellite data, targeted field campaigns, improved modeling, and refined theory.
Increased investment and interdisciplinary collaboration are essential to uncovering Antarctica’s hidden
processes and reducing uncertainties in future projections.

he Antarctic Ice Sheet (AIS) is Earth’s largest
freshwater reservoir, storing enough ice to
add 58 m to global sea level if it all melted,
with ~5.3 m from the West Antarctic Ice
Sheet (WAIS) and the rest from the East
Antarctic Ice Sheet (EAIS) (Z). Other land ice
reservoirs are the Greenland Ice Sheet (GrIS;
7.4 m) and glaciers and ice caps (GIC; 0.5 m).
During the 20th century, global sea level rise
(SLR) was dominated by ocean thermal expan-
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A Global sea level rise (2006-2018)

Melting land ice caused
almost half of the increase in sea level.

Greenland Ice Sheet

Antarctic

Ice Sheet
Land 17%
water 39%
storage Thermal
expansion

Total sea level rise: 3.61 mm/year

sion and GIC melt (2); however, over the past
two decades, accelerated mass loss from GrIS
and WAIS has made land ice (including GIC)
the largest contribution [(2, 3); Fig. 1A]. Between
1979 and 1989, the total AIS contribution was
just 0.11 mm per year (4). In the early 1990s,
AIS SLR contribution started to accelerate,
reaching 0.19 mm per year for the period 1992
t0 1996 and 0.32 mm per year for 2017 to 2020
(3). Models often do not capture the trends,
leading to large differences between simulated
and observed ice sheet changes. Projections
initialized in 2016 indicate that most simu-
lations produce a growing ice sheet over the
~5-year overlap period with observations, and
this growth persists for several decades before
eventual retreat occurs (Fig. 1B). This leads
to diverging outcomes over time and greater
uncertainty in long-term projections (5). Future
AIS mass is so poorly known that the IPCC
considers it “deeply uncertain” (6). The AIS
could raise sea levels by 28 cm by 2100, equal-
ing the contribution due to thermal expansion,

B Future sea level rise from Antarctica

Global sea level rise (m)

Simulation scenarios: @ Ice shelves collapse

and up to 6.9 m by 2300 under high emissions
[(6); Fig. 1B], with uneven impacts globally (7).
Flood risks are compounded by increased stormi-
ness from climate change, leading to the need
for more complex adaptation strategies (8).
WAIS and EAIS have been identified as being
vulnerable to crossing tipping points where
abrupt, irrecoverable change occurs if a thresh-
old in global average temperature is exceeded
(9). The temperature threshold for WAIS is esti-
mated at >1.5°C above preindustrial levels, which
could occur by 2030 (10). Owing to its size, thick-
ness, and location, EAIS is thought to be less
sensitive, with a threshold of 4°C, based on re-
sponse to past climate perturbations [(11); Fig. 2A].
These thresholds may be conservative, given
that they are inferred from paleo warming rates
that are much lower than those of today (12)
and given the uncertainty in how globally aver-
aged warming manifests in Antarctica. Projec-
tions of ice sheet tipping points are sensitive to
where the models start from (initial conditions),
the geometry of ice and the underlying bed, cli-
mate forcing, representation of the processes
that control the change (6, 13, 14), and model
numerics. Small variations in these inputs can
lead to large differences in projected SLR. Deter-
mining the exact timing and magnitude at which
tipping points are reached remains a huge chal-
lenge; therefore, AIS projections diverge widely in
both the onset and magnitude of mass loss (8, 15).
Uncertainty in future AIS mass loss stems
from a limited understanding of physical pro-
cesses that act at dynamic ice margins, which
are missing or crudely represented in models
(Fig. 2B), combined with uncertain future changes
in climate forcing (14, 16, 17). These processes
are undersampled because they occur on spa-
tial and temporal scales and in locations be-
yond our present observational capabilities
(see the scales of change in Fig. 2B) and involve
complex feedbacks between the AIS, ice shelves,
sea ice, seabed, ocean, and atmosphere (2, 18), with
insufficient observations (19, 20). As more data
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Ice shelves do not collapse
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Fig. 1. Antarctica as a dynamic freshwater reservoir. (A) AlS contribution to global SLR for 2006-2018 compared with contributions from other sources (2).
(B) Observed AIS contribution to SLR for 1992-2020 (201) and projected future contribution to 2100 and 2300 (5), amid deep uncertainty (6).
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are acquired at finer scales through new satellite
missions and fieldwork, we are learning more
about these processes, moving us closer to being
able to represent them in models. In this Review,
we summarize key pieces of the Antarctic sys-
tem and the advances in our understanding of
relevant processes, instabilities, and feedbacks
since 2020, the epoch of the latest IPCC report
(21). We highlight opportunities for impactful

A Rate of change of ice thickness in Antarctica (m of ice/year)
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future research as we approach the Fifth In-
ternational Polar Year (Box 1).

Pieces of the Antarctic system

Antarctica functions like a millennial-scale fresh-
water conveyor belt, accumulating snowfall that
compacts into ice and returning melted fresh-
water to the ocean. At the same time, the AIS
acts as a heat sink, slowing changes in the global
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Fig. 2. Antarctica’s land ice and sea ice. (A) AIS thickness changes for 2003-2019 from Ice Cloud and
land Elevation Satellite (ICESat) and ICESat-2 satellite laser altimetry (48) as well as sea ice thickness

for January 2020 from ICESat-2 (111) [from (203)]. [Credit: Modified from (48), (202), and (111) CC BY 4.0]
(B) Features associated with processes acting in AlS's dynamic ice margins on a range of spatial and

temporal scales (table at bottom left).
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heat content of Earth’s atmosphere and oceans
(22). Snowfall and ice accumulate gradually
across the continent, with the total surface mass
balance reaching ~2300 billion tonnes (or giga-
tonnes; Gt) per year (23). Being thicker in the in-
terior, ice flows under the influence of gravity to
the margins, where it forms floating ice shelves
(Fig. 2B). Ice is then lost by iceberg calving and
ocean-driven basal melting (Fig. 3), which pumps
freshwater into the Southern Ocean either locally
via meltwater plumes or away from the continent
as icebergs melt. In steady state, the gains are ba-
lanced by losses at the margins. How climate
warming will affect future snow accumulation is
uncertain; however, there is a general consensus
that losses around the edge of the continent will
increase (5). Future AIS mass loss is contingent
on how climate forcings evolve and how this
triggers key processes around the margin.

Antarctica’s subglacial system
is a basal lubricant

The speed of AIS ice flow is influenced by basal
conditions that determine how easily ice slides
over the bed owing to the presence of liquid
water and bed deformability. Fastest ice flow
tends to occur where pressurized water is pre-
sent at the base (24). Subglacial water is gen-
erated as ice melts from frictional heat caused
by the glacier flow, geothermal heat flux, and
pressure melting (25). Basal meltwater produc-
tion rates are low (millimeters per year) but,
over the vast AIS, the volume is substantial [59 Gt
per year; (26)]. The AIS subglacial system is
largely insulated from climate; by contrast, in
Greenland the surface meltwater can reach
the bed to drive a seasonal ice flow cycle (27).
Observations of seasonal signals have only re-
cently emerged on the Antarctic Peninsula, which
are primarily attributed to seasonal modulation
of ice-ocean-atmosphere interactions, with par-
ticular sensitivity to glacier terminus change,
ocean temperatures, and surface water avail-
ability that may penetrate to the bed (28, 29).
Elsewhere, AIS surface melt is mostly confined
to ice shelves (30, 31), but if it were to migrate
above the grounding line (GL; Fig. 3) and then
reach the bed, some AIS outlets could evolve
toward more seasonally varying flow speeds
and accelerated ice loss [for example, see (32)].

Subglacial hydrology is rarely observed, and
so it is either crudely represented in or missing
from models [for example, see (33)]. Our ob-
servational capability was transformed in the
mid-2000s by the realization that fluctuations
in local surface elevation are signatures of sub-
glacial hydrology (34, 35), with satellite laser
altimetry tallying >140 interconnected subgla-
cial lakes that are continuously filling and drain-
ing (36). Localized ice flow acceleration has
been observed during periods of subglacial
lake drainage (37-39), but the impact on wider
ice sheet dynamics remains poorly sampled (40).
Subglacial water follows the hydropotential,
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Box 1. Bridging the gaps in SLR projections.

The wide range of present Antarctic SLR projections is too broad

for policy-makers to use effectively. Improving these projections

requires a better understanding of mass balance processes,

especially those occurring on short spatial (~100 m to ~1 km) and
temporal (daily to seasonal) scales, which are presently underrepresented
in models because observations have been insufficient in space and time.

Main knowledge gaps

To reduce uncertainties in Antarctic mass loss and better inform policy decisions
and adaptation strategies, we must advance knowledge of the following:
+Subglacial hydrology, basal processes, and internal ice deformation

and structure

*|ce sheet geometry and the potential for MISI

+GZ state and variability and the role of buttressing

«Sub-ice shelf cavity melting, ocean circulation, and ice-ocean

interactions

*Fracturing and calving dynamics and the potential for MICI

«Feedbacks between the ice sheet, sea ice, and other parts of the climate system
«Interactions between global climate and regional climate at the ice

sheet margin, including

accumulation and surface warming

These knowledge gaps require mapping of the seabed and

bedrock underlying the ice sheet, determination of the properties under

the grounded ice and floating ice shelves, enhanced simulation and

missions that ensure continuity and innovation through high-resolution,
frequent sampling: Key future missions include the NASA-ISRO Synthetic
Aperture Radar (NISAR) mission (ice velocity and deformation), the
European Space Agency's Copernicus Polar Ice and Snow Topography
Altimeter (CRISTAL) mission (surface elevation), and the proposed

Earth Dynamics Geodetic Explorer (EDGE) mission (surface elevation)
+Perform targeted field observations for evaluation and calibration of remote-
sensing techniques and to develop field-based understanding of processes
Expand field observations beyond WAIS, particularly to at-risk EAIS

outlet glaciers and ice shelves

Develop high-fidelity simulations that exploit progress in closing

the main knowledge gaps and the reproduction of observed changes

for future projections with substantially reduced uncertainties, for
example, Ice Sheet Modeling Intercomparison for the seventh IPCC

Ice Sheet Model Intercomparison Project for Coupled Model
Intercomparison Project—Phase 7 (ISMIP7)

+Educate and inspire the next generation of Antarctic ice sheet

researchers

+Provide actionable projections with well-constrained uncertainties that
inform policy decisions and adaptation strategies

Funding and advocacy

Strong advocacy for Antarctic research is crucial to secure sustained
funding and refine projections, which are essential for guiding climate
policies and global adaptation strategies. This requires enhanced coordination

modeling, and stronger interdisciplinary and multinational research

to investigate feedbacks.

Essential actions

+Advance understanding of processes by monitoring relevant variables
across a range of space and time scales with airborne and satellite

and, in some regions, subtle thickness changes
may divert water from one drainage basin to
another (41). Evidence of a deep groundwater
network beneath a WAIS ice stream (42) indi-
cates another source for subglacial water. It has
been hypothesized that this groundwater inter-
action may be crucial on decadal timescales (43).
Identifying the sources, thickness, and pressure
of subglacial water beneath the ice sheet will
be critical for understanding its present and
future controls on ice dynamics (44, 45).

Antarctica’s ice shelves are buttressing dams

Most AIS outlet glaciers presently terminate in
ice shelves. Ice shelf contact with pinning points
(where the ice base touches seabed highs) and
lateral shear margins (where ice is in contact
with rock or slow-moving ice) leads to buttress-
ing of upstream ice (46). Each basin experiences
drivers of change on different timescales (Fig. 3),
giving each ice shelf a unique ratio of mass loss
processes. If mass losses exceed gains, then
the ice shelf thins and/or the GL retreats, re-
sulting in reduced basal friction, less drag at
pinning points and sidewalls, and less buttress-
ing (46, 47). As a result, more ice discharges to
the ocean, increasing SLR. Regions where the
grounded AIS is losing the most mass are those
where ice shelves are thinning (48). Hence, al-
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among scientific, governmental, public, and private stakeholders, as

well as increased international collaboration [e.g., coordinated through
the Climate and Cryosphere (CLiC) project and the Scientific
Committee on Antarctic Research’s INStabilities & Thresholds in

research program].

though the net loss of grounded ice determines
SLR, understanding the role of floating ice is
crucial to predict change.

Ice shelf thinning can trigger faster ice flow
hundreds of kilometers away (46, 49) and can
be especially impactful if it occurs upstream of
a stable “safety zone” (47) or causes the ice to
detach from pinning points (50, 51). Buttress-
ing can be lost through thinning, unpinning, and
complete ice shelf disintegration, a phenome-
non that involves a series of interconnected
processes such as enhanced calving (52, 53), in-
creased basal melting leading to ice shelf thin-
ning (54, 55), and, as observed on the Antarctic
Peninsula, “hydrofracture” that results from ex-
cessive surface melt [(56); Fig. 3A].

Antarctica’s sub-ice cavities are the hidden
link to the ocean

Sub-ice cavities host a distinctive ocean environ-
ment where externally driven circulation of heat
and salt couples with buoyant glacial meltwater
generated by basal melting. Key factors that
influence basal melt rates include ice depth
and basal slope as well as seabed geometry
(57, 58). Ice shelves are often classified as cold
or warm cavity, with distinct modes of melting
and circulation (Fig. 3B). In reality, multiple
modes and combinations of oceanic conditions

ANTarctica (SCAR INSTANT)

can influence a single ice shelf at different times
and locations (57, 59). In warm cavities such as
in the Amundsen Sea, Circumpolar Deep Water
can exceed the local freezing point temperature
by 2°C (60, 61), with models suggesting that it
would take 3 years to travel to the GL (62),
where it drives melt rates of 10 to 100 m per
year (63). In cold cavities, such as the Amery
Ice Shelf, melt rates near the deep GL (Fig. 3B)
are highest because the in situ freezing point
temperature decreases with pressure (64). The
resulting cold Ice Shelf Water can refreeze as
marine ice at shallow ice drafts, redistributing
ice (57, 59, 63) and stabilizing ice shelves (65).
In both cavity types, rapid melting can occur at
the ice fronts because of more energetic oceanic
conditions as well as warmer upper-ocean wa-
ters in summer (66, 67).

Future changes in Southern Ocean temper-
ature, circulation, and sea ice conditions could
shift the distribution of basal melting and re-
freezing (68). The complex interplay between
buoyant intrusions of subglacial meltwater
(69), ice-base geometry (58), and turbulent pro-
cesses near the ice-ocean boundary leads to the
emergence of several other melting and freezing
regimes that are understudied (59, 70). Substan-
tially improved knowledge of the ice shelf cavity
environment, including bed geometry, ocean
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Fig. 3. Antarctica’s mass loss processes and their spatial and temporal scales.
(A) Calving is an irregular process where ice breaks off from outlet glaciers and
ice shelves, ranging from large tabular icebergs calved every few decades, to more
frequent smaller icebergs, to complete disintegration (130). [Credit: Modified from (130)]
(B) Basal melting is a continuous process driven largely by cavity-scale circulation
controlled by the cavity geometry (including the ice draft and slope, and the seabed

circulation, and mass loss processes, is needed
to reduce uncertainties in projections of ice
shelf mass loss (see Box 1).

Antarctica’s grounding zones are complex
intertidal estuaries

Antarctic ice first meets the sub-ice shelf cavity
at the GL, which can migrate with ocean tides to
create a grounding zone (GZ; Fig. 4), where the
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ice transitions from being always grounded to
always floating. Ice flowing across the GL typ-
ically thins rapidly, as a result of stretching as
basal friction is removed and high basal melt
rates (63). Underwater surveys have revealed that
basal melt close to the GL varies down to submeter
scales as a result of local variations in basal ice
topography (61). Autonomous phase-sensitive
radio echo sounding (ApRES) instruments have

shape) and by long-term changes in ocean conditions seaward of the ice front;
mesoscale processes (such as eddies, fronts, and tides) that control how the ocean
heat enters the cavity; and smaller-scale processes (such as turbulence and
convection) (57, 59). [Credit: Modified from (59) (bottom left), (204) CC BY 3.0
(bottom middle), and (59) (bottom right)] CDW, Circumpolar Deep Water; DSW,
Dense Shelf Water; mCDW, modified Circumpolar Deep Water.

revolutionized the measurement of basal melt
rates; however, these techniques are difficult to
apply in flexure zones, regions of crevassing, or
where firn compaction rates and vertical shear
profiles are difficult to determine (77-73). APRES-
derived estimates of melt rates can be combined
with estimates from satellite-derived ice thickness
changes (63); however, these are undersampled

in the GZ owing to complex surface topography
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and the breakdown of hydrostatic equilibrium
(74), creating an observation gap in regions
where melt rates are the highest.

Recent studies have shown that seawater
intrusions driven by ocean tides can penetrate
the GZ (Fig. 4), causing variations in basal
melt on short timescales (75). Satellite-based
radar interferometry (76-78) and laser altim-
etry observations (79) with high spatial reso-
lution and frequent temporal sampling reveal
that the GL can migrate up to 15 km between
low and high tide, pumping relatively warm,
salty ocean water further beneath the ice sheet
every few hours (80). Significant long-term GL
retreat and acceleration in Amundsen Sea gla-
ciers has been attributed to vigorous ice-ocean
interactions in their GZs (75, 81I).

Evidence is also emerging of a link between
subglacial hydrology and ice shelf basal melt-
ing (Fig. 4). Injection of freshwater across the
GZ into the ice cavity can enhance melting that
reduces ice shelf buttressing, which has been
proposed as an important mechanism for some
EAIS glaciers (69, 82). Models suggest that under
high greenhouse gas emissions, this effect can
increase the SLR contribution of a drainage
basin by up to 30% (83). Focused discharge of
subglacial freshwater across the GL can drive
the development of large basal channels that
mechanically weaken the ice shelf (75). Some
studies have observed tens of kilometers of mi-
gration of seawater underneath the ice sheet,
along estuaries formed by subglacial hydrology
in the GZ, where water can be trapped for weeks
before draining (77, 80). Some models predict that
the density difference between fresh subglacial
discharge and salty ocean water can form a “salt
wedge” that permits the diffusion of seawater up
to several kilometers upstream of the GZ (84, 85).
This layered seawater intrusion theory—distinct
from, yet potentially occurring alongside, the
tidal intrusion mechanism—remains unobserved
in Antarctica with present observational capa-
bilities. Such irregular, widespread interactions
between ice and seawater in the GZ could be
impactful on AIS evolution (85-87), potentially
doubling future SLR contributions (88); there
is also a suggestion that this may introduce
new tipping-point behaviors (89, 90). Explicit
representations of these GZ melt processes are
missing from most ice sheet models (80).

Another GZ interaction involves sediment
transfer from the ice sheet to the ocean, which
can influence the stability of the GZ (91, 92)
(Fig. 4). Depositional features can also give in-
sights into present and past ice dynamics; for
example, more than 75 “GZ wedges” have been
identified on the Antarctic seafloor, which form
as sediment is delivered to the GZ during pe-
riods where the ice margin remains stable for a
long time (93). GZ wedges, which are typically
<15 km long and 15 to 100 m thick, can act as
topographic pinning points that can stabilize the
GL, with evidence that they halted WAIS retreat
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for hundreds to thousands of years during the
last deglaciation (94). Smaller amplitude, regular-
ly spaced corrugation ridges observed offshore of
Thwaites Glacier and Larsen Inlet are thought to
record sequential low-tide seafloor sediment
imprints that may provide evidence of rapid GL
retreat of hundreds of meters per day during
the last deglaciation (95, 96). Similar features in
Pine Island Bay have been interpreted as the im-
print of icebergs dragging on the seafloor at tidal
frequencies (97). Although there are few direct
observations, understanding feedbacks between
ice dynamics and sediment redistribution in GZs
is essential for interpreting their past stability
and projecting future ice sheet retreat.

Antarctica’s sea ice regulates global climate and
ice sheet change

Antarctica’s surrounding sea ice (Fig. 2A) covers
an area of ~185 x 10° km? (~6% of the global
ocean) at its winter maximum (September) and
shrinks to nearly 16% of that in summer (98). Sea
ice is a dynamic, seasonally varying component of
the Antarctic environment, exerting a strong in-
fluence on the ocean and climate (17). Sea ice
increases Earth’s albedo, reflecting incoming solar
radiation, and helps to regulate global tempera-
ture (99). The seasonal formation and melt of sea
ice modifies ocean salinity and temperature, alter-
ing stratification and circulation patterns that
govern the distribution of heat along the conti-
nental shelf, shaped by regional weather patterns
and climate feedbacks (100). These processes de-
termine where and how relatively warm waters
can melt ice shelves, which can influence ice shelf
stability and future sea level rise [for example, see
(101, 102)]. In turn, changes in ice shelf melting can
affect sea ice, generating complex climate feed-
backs (103). Sea ice also plays a crucial role in
marine ecosystem activity (104,).

A significant and unpredicted decline in
Antarctic sea ice extent began in 2016, with par-
tial recovery in 2019 to 2020 followed by con-
secutive years of near-historic lows (105), leading
to increased coastal exposure to open water
(106). The lowest annual sea ice extent was 1.79 x
10° km? in February 2023, which is ~10% less
than the 2022 record low that marked the first
time annual minimum extent dropped below
2 x 10% km? (107). The ongoing decline signals
a major shift in Southern Ocean conditions
(105), which has implications for sea ice and its
influence on the AIS, the broader climate sys-
tem (108, 109) and ecosystems (710). Sea ice
thickness—a key factor for ice strength, landfast
ice formation, and summer survival—is challeng-
ing to measure in Antarctica because of thick
snow cover, flooding, and difficulty in resolving
leads to provide relative freeboard assessments
(111). Accurately mapping sea ice freeboard and
structure at scales that capture most sea ice floes
(Fig. 2B) is essential for providing the detailed
data needed to improve models of sea ice evolu-
tion (712) and explain why change has occurred.

Instabilities and feedbacks of the

Antarctic system

Geometric instabilities at dynamic ice margins
Simple relationships predict the potential for two
geometry-based high-end retreat scenarios, which
are considered to be possible AIS instabilities: the
marine ice sheet instability (MISI) and the marine
ice cliff instability (MICI). MISI is based on the
understanding that because seaward ice flux in-
creases with ice thickness, GLs located on retro-
grade bed slopes are inherently unstable (113, 114).
In such locations, the weakening or loss of ice shelf
buttressing can trigger a self-sustaining draw-
down at the ice margins: Initial thinning causes
the GL to retreat into deeper water, where a higher
strain rate increases mass loss from the ice sheet,
leading to further retreat and thinning. Although
some studies suggest that MISI is underway in
WALIS (81, 115), others suggest that present-day
GL retreat is driven by external climate forcing
alone (716), though continued warming may even-
tually lead to MISI onset (117). Some EAIS outlets
are also potentially vulnerable to MISI (118, 119).
MICI is predicated on simple force balance argu-
ments that suggest that the stable height to which
amarine-terminating ice cliff (Fig. 2B) can grow is
limited by ice strength to ~100 m (720). If trig-
gered, unstable cliff failure can repeatedly expose
thicker ice upstream, driving rapid ice loss at the
margin (121). As proposed, MICI could contribute
multimeter SLR on century timescales (2).

MICI remains controversial and has not been
directly observed in Antarctica, although obser-
vations of speed-up and enhanced calving at thick
marine-terminating glaciers after ice shelf loss
have been noted at Crane Glacier on the Antarctic
Peninsula (722) and in Greenland (123). Paleo
records of iceberg plow ridges in Pine Island Bay
(124)), previously attributed to grounding of float-
ing ice during breakup (97), have been cited as
indirect evidence for MICI. By contrast, a statis-
tical analysis of modeling uncertainties (125) con-
cluded that MICI is not required to reproduce
sea level estimates in the geologic past. Process-
based modeling suggests that slow ice shelf loss
can mitigate MICI, but outcomes vary widely de-
pending on assumptions of ice properties and ice
strength (126). Other models suggest that speed-
up and dynamic thinning of unbuttressed ice
fronts can suppress ice cliff calving in the absence
of ice shelves (127, 128). An incomplete under-
standing of the material properties (strength) of
glacial ice and the processes involved in triggering
and amplifying ice shelf loss, calving, and cliff re-
treat (129, 130) continues to make the role of MICI
in retreat scenarios difficult to parameterize and
quantify (131, 132). Given the potential for MICI
(and fracture and calving processes in general) to
contribute to future ice loss, rifting and calving at
thick ice margins should be further evaluated
through observations at spatial and temporal
scales relevant to processes involved in ice shelf,
glacier, and ice front stability. Further research on
the initiation and propagation of fracturing, the
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role of GL location and floating versus grounded
ice, upstream ice thickness gradients, surface melt,
bedrock shape, and flow velocities is needed.

Feedbacks at dynamic ice sheet margins

Processes at AIS dynamic margins are inter-
connected and can compound. For example, ice
front retreat due to increased iceberg calving
can increase ocean heat supply to the deep GL
(133, 134). Enhanced basal melting leads to ice
shelf thinning and the incision of basal chan-
nels (135), leaving ice shelves more susceptible
to hydrofracture (136). Processes acting in cer-
tain locations, such as basal melting or rifting
along shear margins or pinning points, can have
a disproportionate impact, triggering rapid ice
shelf retreat and flow acceleration (737, 138). This
can potentially lead to more crevassing, rifting,
and ice front retreat. Such feedbacks have been
implicated in the ongoing retreat and accelera-
tion of Pine Island Glacier (53, 139).

Not all feedbacks at ice sheet margins are posi-
tive. For example, ice sheet models accounting for
glacial-isostatic adjustment, including the gravi-
tational, rotational, and deformational response
of a viscoelastic Earth to changing ice loads
(140), demonstrate that bedrock uplift and a
local sea level drop in the vicinity of retreating
GZs can slow retreat. The effect is strongest in
West Antarctica, where the mantle has relatively
low viscosity (741), allowing for faster uplift rates.
This negative feedback could slow both MISI-
and MICI-driven retreat, although it will weaken
as the pace of AIS ice loss increases.
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Feedbacks between coastal processes and the AIS
The configuration of the coastal icescape (sea ice,
fast ice, and icebergs) affects mass-loss processes
(Fig. 3) through modification of ocean properties
(142). Sea ice may enhance buttressing (106, 143),
mitigate the impacts of swells (144, 145) and tsu-
namis (146, 147) on ice fracture, and reduce fron-
tal melting and small-scale calving (148, 149).
This role is amplified when thick landfast sea
ice forms, anchored by complex coastlines and
grounded icebergs (150), which affects polynya
activity, associated abyssal ventilation, and the
properties of water masses entering the cavity
(151). Large calving events can greatly reduce
polynya activity and the production of dense
water that ventilates the abyssal global oceans
(152). Poorly constrained calving models, lim-
ited water depth data, and complex sea ice
physics hinder projections of changes in the
coastal icescape.

AIS response to large-scale climate variability

Climate variability modes like the Southern An-
nular Mode and El Nifio-Southern Oscillation
influence ocean properties on the continental
shelf (153), sea ice extent (154), and ice sheet/shelf
surface mass accumulation (155), affecting the
changing mass balance of WAIS ice shelves (156)
and the grounded AIS (757). Modeling studies
project that some cold-cavity ice shelves could
transition to warm cavities by 2100 (158, 159),
caused in part by feedbacks as initial inflows of
warm ocean waters drive melting that intensifies
the cavity overturning circulation, continuing to

draw in warmer water. However, these transi-
tions may be delayed because an initial response
to climate warming can involve a weakened
sub-ice circulation and lowered basal melt
rates (160).

Keeping track of the pieces of the
Antarctic system

Antarctica’s size and remoteness mean that
changes on a continental scale can be tracked only
by satellite. Three complementary techniques
track grounded AIS mass: gravimetry; mass fluxes
from ice flow rates, ice thickness, and climate
models; and elevation changes combined with
a firn density model. These techniques can then
be combined (3). The net AIS mass budget is
shaped by snow accumulation and seaward ice
flow, influenced by complex interactions among
the atmosphere, ocean, and ice (48), which oc-
cur on multiple scales. Therefore, comprehen-
sive monitoring should span broad spatial and
temporal scales, resolving features such as outlet
glaciers (28, 161) and ice shelves (63) while also
capturing seasonal to annual changes. Only three
studies have provided a comprehensive assess-
ment of grounded and floating ice using the
same data over the same time period (48, 162, 163)
(Fig. 2A). Observations at higher spatial and tem-
poral resolution can inform about processes not
yet captured in models.

Broad-scale monitoring

Between 1992 and 2020, AIS experienced an over-
all net mass loss of grounded ice (3), dominated
by trends in WAIS (82 + 9 Gt per year) and the
Antarctic Peninsula (13 + 5 Gt per year). Most
‘WAIS changes occur in the Amundsen Sea basins,
where glaciers have accelerated because of reduced
ice shelf buttressing and GL retreat (46, 48, 54).
EAIS is near steady state or in slightly positive
balance because losses from increased ocean-
driven melt are offset by gains from increased
inland snowfall, which is attributed to a warm-
ing and more moisture-laden atmosphere (3, 48).
Between 2003 and 2018, mass gains were con-
centrated in Queen Maud Land, whereas mass
loss occurred in several MISI-susceptible ice out-
lets draining the Aurora and Wilkes subglacial
basins (48), accompanied by GL retreat (164). Flow
rates have increased in numerous EAIS outlets on
both grounded ice [e.g., Cook Glacier (165) and
Vanderford Glacier (166)] and floating ice [e.g.,
ice shelves of Scott Glacier (167), Totten Glacier
(168), and Denman Glacier (169)].

Snow accumulation across AIS increased sig-
nificantly between 2019 and 2023 (170). In WAIS,
much of the mass gain was due to short-period
extreme events, such as atmospheric rivers (ARS)
(170-172). In 2019 to 2020 alone, this reduced
WAIS’s SLR contribution by 60 + 16 Gt per year
(170). Record mass gains occurred in 2022 (173),
primarily because of an increase in precipitation
events over EAIS, including ARs. In March 2022,
a powerful 3-day AR delivered an estimated
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306 Gt of precipitation (I74), accounting for 32%
of the total AIS precipitation for that month, and
up to 90% in some parts of EAIS, particularly
Wilkes Land. AR intensity may be linked to
interannual climate modes, but both the in-
tensity and frequency of extreme precipita-
tion events are expected to rise as the climate
warms throughout the 21st century (172).
An open question is whether increased snow-
fall in the AIS interior will be sufficient to
offset increased melting and calving at the
margins.

Process-based understanding

Recent satellite data show changes on process-
relevant spatial and temporal scales. In WAIS,
Pine Island Glacier Ice Shelf transitioned in 2015
from a previously quasi-stable cycle of advance
and retreat at its calving front to a calving regime
characterized by more frequent calving of tabular
icebergs (Fig. 3B) and calving front retreat (175)
(Fig. 3B). Portions of the Thwaites ice tongue un-
derwent an abrupt change from a previously in-
tact ice shelf into fragmented remnants (176, 177).
Studies of ice shelf rifts have suggested that their
activity may relate to internal formation mechan-
ics (178) and glaciological stresses as well as to
atmospheric and oceanic forcings, for exam-
ple, winds (179), sea surface slope or wave swell
(180, 181) and tsunamis (147), ocean circulation
(61), and strength of intrarift mélange (182).
Observations of ice shelves with short calving
cycles (Fig. 3A) have shown that ocean and at-
mospheric forcings can lead to ungrounding
from pinning points, driving increased calving
rates, for example, at Pine Island Glacier around
2006 (133), Thwaites Glacier (183), and Thwaites
Eastern Ice Shelf (177, 184). At Thwaites, the
evolving interaction with a pinning point after
the loss of Thwaites Western Ice Tongue in
2008 likely triggered shearing and fracture
propagation related to enhanced weakening
(137, 178, 185), with another ungrounding anti-
cipated within the next decade (50).

In East Antarctica, there have been many
signs of change, for example, recent terminus
change after sea ice breakout (186) and GL
retreat (166, 187), but the first observed ice
shelf disappearance was Conger-Glenzer in
2022 (55), after decades of retreat that began
in the late 1990s when small calving events
isolated it from Shackleton Ice Shelf. This was
followed by phases of retreat, relative stability,
and ultimate rapid disintegration driven by
long-term thinning, reduced buttressing effect,
and ungrounding from a pinning point. The
evolution of the Shackleton-Denman system
itself involved structural changes in the floating
shear margins, rift propagation, and small-scale
calving (167), possibly aided by seawater infil-
tration in some regions adjacent to Shackleton
Ice Shelf (164, 188) that may affect ice rheology
(189). These could all be early signs of EAIS
responding to warming.
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Antarctica as a target for “ice intervention”
to mitigate sea level rise
Intervention to slow ice loss has recently been
suggested (190, 191), with two primary strategies.
Underwater curtains would divert warm water
from reaching the ice outlets and redirect colder
water toward them instead, potentially slowing
ice melt and GZ retreat (192). Whether this will
actually slow overall AIS mass loss is uncertain
(193); it might simply reroute warm water to
other ice shelves (194). Drilling and drying strat-
egies aim to stabilize glaciers by increasing basal
friction of sliding ice streams by drilling deep
holes and removing lubricating water from the
subglacial drainage system. This idea is based on
observations of natural processes at Kamb Ice
Stream. However, most outlets differ markedly
from Kamb, and the actual impact on glacier slid-
ing is expected to be highly dependent on poorly
mapped and modeled bed and basal conditions.
Because subglacial water is constantly replen-
ished and may be connected to underlying ground-
water (42), any impact would be short-term,
and any efforts would need to be sustained.
Geoengineering in Antarctica faces immense
challenges owing to its vast scale, technical and
logistical difficulties, harsh polar conditions, and
environmental concerns, including impacts on
marine life and the risk of contaminating sub-
glacial areas (195). Perhaps the greatest risk,
however, lies in unintended consequences from
our limited understanding of how ice sheets re-
spond to climate and human activities. With the
guiding principle of “first, do no harm,” it is cru-
cial that we prioritize improving our knowledge.
This will help us better assess our options for the
future and make informed decisions about what
actions we can responsibly take. Effective meth-
ods will necessitate substantial, long-term invest-
ments in research, infrastructure, and ongoing
monitoring—resources that would be more wise-
ly allocated to addressing the fundamental deep
uncertainties instead (195).

Commitment to change

The AIS is expected to continue losing ice in re-
sponse to the heat already absorbed by the cli-
mate system (196). To date, only a small fraction
of this global heat imbalance has contributed to
AIS melting (22, 163). Increased melt rates for
WAIS may be committed for the next century
(197). The pace and extent of AIS evolution are
uncertain (198, 199), influenced by the instabil-
ities and feedbacks discussed here, and other
processes that remain underobserved, or un-
known altogether. Projected rapid ice loss would
partially offset global warming (200) by con-
verting the heat into ice melt but would still
cause SLR and alter ocean circulation as a result
of the cooling and freshening of the oceans.
Uncertainty remains over how much Antarctica
will warm within the Paris Agreement’s 1.5°C target,
owing to climate model uncertainties and potential
polar amplification, which could cause Antarctica

to warm sooner and exceed the global average.
Even without the expected amplified warming, a
global target of 1.5°C may not prevent the AIS from
crossing tipping points within decades (9). The re-
sponse timescale of the AIS is deeply uncertain,
but its future contribution to SLR (Fig. 1B) could
substantially exceed the IPCC medium-confidence
projections within the next decades to century (2, 5).

Summary and outlook

Antarctica stores a vast amount of freshwater,
and its future evolution is the largest cause of
uncertainty in SLR projections. Most of this un-
certainty stems from insufficient understanding
of key processes that affect the marginal ice
shelves that buttress the ice sheet and the re-
sponse of grounded ice when ice shelves are lost.
Present observations are insufficient, in both
space and time, to constrain the mechanisms
responsible for abrupt mass loss, leaving them
only crudely represented or missing entirely from
ice sheet models. The impact of seasonal to dec-
adal variations in climate forcing is also uncertain.
Constraining the uncertainty in AIS evolution
requires radically improved understanding of
its mass-loss processes. Adequate sampling and
tracking of changes can only be achieved through
cooperative, new, and sustained observations
from satellites and in situ observations (both on
ice and in the surrounding ocean), combined
with high-fidelity modeling to investigate key
processes related to ice-ocean interactions, sur-
face melting, and fracture of ice (Box 1).

Sir Douglas Mawson’s words about his 1914
Antarctic expedition, “We had come to probe its
mystery, we had hoped to reduce it to terms of
science, but there was always the ‘indefinable’
which held aloof, yet riveted our souls,” remain
relevant in 2025. Our comprehension may always
be incomplete, leaving open the likelihood that
Antarctica’s complexities surpass our capacity for
complete understanding. However, societies need
to understand Antarctica to be able to adapt in
response to its changes. Yet despite this dire need
and deep uncertainty, the pace of progress remains
too slow, underscoring the need for a fundamental
shift in our approach to polar science as we begin
to identify and understand the once-indefinable
unknowns. As we approach the Fifth Interna-
tional Polar Year (2031-2033), present limitations
in observations and models highlight that polar
science remains underequipped to fully address
the complexities of Antarctica’s system. We are at a
time when a substantial increase in resourcing
is needed to provide transformative advancements
in research tools, data collection, and modeling
capabilities, which are essential to unravel the
key processes that shape the evolution of Earth’s
largest freshwater reservoir and to finally answer
the critical questions: How much and how fast?

REFERENCES AND NOTES

1. M. Morlighem et al., Nat. Geosci. 13, 132-137 (2020).
2. B. Fox-Kemper et al., in Climate Change 2021: The Physical
Science Basis. Contribution of Working Group | to the Sixth

7 FEBRUARY 2025 « VOL 387 ISSUE 6734 607



SPECIAL SECTION

THE POLAR WORLD

w

o

1
12.
13.

14.
15.
16.
17.
18.
19.

20.

21.

22.
23.
24.
25.
26.
27.
28.
29.

30.

3L

32.
33.
34.
35.

36.
37.

38.

39.

40.

41.

42.
43.

45.
46.
47.
48.
49.

50.

51

52.
53.

54.
55.

608

Assessment Report of the Intergovernmental Panel on Climate
Change, V. Masson-Delmotte et al., Eds. (Cambridge Univ.
Press, 2021), pp. 1211-1362.

I. N. Otosaka et al., Earth Syst. Sci. Data 15, 1597-1616 (2023).
E. Rignot et al., Proc. Natl. Acad. Sci. US.A. 116, 1095-1103 (2019).
M. Oppenheimer et al., in The Ocean and Cryosphere in a
Changing Climate: Special Report of the Intergovernmental
Panel on Climate Change, H.-O. Portner et al., Eds.
(Cambridge Univ. Press, 2019), pp. 321-445.

H. Seroussi et al., Earths Futur. 12, e2024EF004561 (2024).
S. Sadai, R. A. Spector, R. DeConto, N. Gomez, Earths Futur.
10, e2022EF002940 (2022).

B. K. Galton-Fenzi et al., in Antarctica and Planet Earth, M. Meredith,
J. Melbourne-Thomas, M. Raphael, A. Naveira Garabato, Eds.
(Taylor and Francis Group, 2024), chap. 7.

D. I. Armstrong McKay et al., Science 377, eabn7950 (2022).
N. S. Diffenbaugh, E. A. Barnes, Proc. Natl. Acad. Sci. U.S.A.
120, 2207183120 (2023).

C. R. Stokes et al., Nature 608, 275-286 (2022).

J. E. Tierney et al., Science 370, eaay3701 (2020).

A. A. Robel, H. Seroussi, G. H. Roe, Proc. Natl. Acad. Sci. U.S.A.
116, 1488714892 (2019).

D. Li, R. M. DeConto, D. Pollard, Sci. Adv. 9, eadd7082 (2023).
F. Pattyn, M. Morlighem, Science 367, 1331-1335 (2020).
C.-Y. Tsai, C. E. Forest, D. Pollard, Clim. Dyn. 55, 1875-1892 (2020).
L. G. Bennetts et al., Rev. Geophys. 62, €2022RG000781 (2024).
R.S. W. van de Wal et al., Earths Future 10, EF002751 (2022).
0. Gagliardini, G. Durand, T. Zwinger, R. C. A. Hindmarsh,

E. Le Meur, Geophys. Res. Lett. 37, L14501 (2010).

J. L. Bamber, M. Oppenheimer, R. E. Kopp, W. P. Aspinall,
R. M. Cooke, Earths Future 10, EF002772 (2022).
Intergovernmental Panel on Climate Change (IPCC), Climate
Change 2023: Synthesis Report. Contribution of Working
Groups 1, Il and lll to the Sixth Assessment Report of the
Intergovernmental Panel on Climate Change, Core Writing
Team, H. Lee, J. Romero, Eds. (IPCC, 2023).

K. von Schuckmann et al., Earth Syst. Sci. Data 15,
1675-1709 (2023).

R. Mottram et al., Cryosphere 15, 3751-3784 (2021).

C. R. Stokes, Earth Surf. Process. Landf. 43, 85-123 (2018).
C. Dow, N. Ross, H. Jeofry, K. Siu, M. Siegert, Nat. Geosci. 15,
892-898 (2022).

F. Pattyn, Earth Planet. Sci. Lett. 295, 451-461 (2010).

H. J. Zwally et al., Science 297, 218-222 (2002).

K. Boxall, F. D. W. Christie, I. C. Willis, J. Wuite, T. Nagler,
Cryosphere 16, 3907-3932 (2022).

B. J. Wallis, A. E. Hogg, J. M. Van Wessem, B. J. Davison,
M. R. Van Den Broeke, Nat. Geosci. 16, 231-237 (2023).

L. D. Trusel et al., Nat. Geosci. 8, 927-932 (2015).

R. L. Dell, I. C. Willis, N. S. Arnold, A. F. Banwell,

S. De Roda Husman, Nat. Geosci. 17, 624-630 (2024).

G. A. Jones et al., Geophys. Res. Lett. 50, e2023GL103673 (2023).
S. Sun et al., J. Glaciol. 66, 891-904 (2020).

D. J. Wingham, M. J. Siegert, A. Shepherd, A. S. Muir, Nature
440, 1033-1036 (2006).

H. A. Fricker, T. Scambos, R. Bindschadler, L. Padman,
Science 315, 1544-1548 (2007).

S. J. Livingstone et al., Nat. Rev. Earth Environ. 3,106-124 (2022).
L. A. Stearns, B. E. Smith, G. S. Hamilton, Nat. Geosci. 1,
827-831 (2008).

T. A. Scambos, E. Berthier, C. A. Shuman, Ann. Glaciol. 52,
74-82 (2011).

M. R. Siegfried, H. A. Fricker, S. P. Carter, S. Tulaczyk,
Geophys. Res. Lett. 43, 2640-2648 (2016).

B. I. D. Freer et al., J. Geophys. Res. Earth Surf. 129,
€2024JF007724 (2024).

F. S. McCormack et al., Cryosphere 17, 4549-4569 (2023).
C. D. Gustafson et al., Science 376, 640-644 (2022).

A. A. Robel, S. J. Sim, C. Meyer, M. R. Siegfried,

C. D. Gustafson, Sci. Adv. 9, eadh3693 (2023).

E. Kazmierczak, S. Sun, V. Coulon, F. Pattyn, Cryosphere 16,
4537-4552 (2022).

E. Kazmierczak, T. Gregov, V. Coulon, F. Pattyn, Cryosphere
18, 5887-5911 (2024).

G. H. Gudmundsson, F. S. Paolo, S. Adusumilli, H. A. Fricker,
Geophys. Res. Lett. 46, 13903-13909 (2019).

J. J. Furst et al., Nat. Clim. Chang. 6, 479-482 (2016).

B. Smith et al., Science 368, 1239-1242 (2020).

R. Reese, G. H. Gudmundsson, A. Levermann, R. Winkelmann,
Nat. Clim. Chang. 8, 53-57 (2018).

C. T. Wild et al., Cryosphere 16, 397-417 (2022).

B. W. J. Miles, R. G. Bingham, Nature 626, 785-791 (2024).
M. Braun, A. Humbert, A. Moll, Cryosphere 3, 41-56 (2009).
S. Lhermitte et al., Proc. Natl. Acad. Sci. U.S.A. 117,
24735-24741 (2020).

F. S. Paolo, H. A. Fricker, L. Padman, Science 348, 327-331 (2015).
C. C. Walker et al., Nat. Geosci. 17, 1240-1248 (2024).

7 FEBRUARY 2025 « VOL 387 ISSUE 6734

57.
58.
59.

60.
61
62.

63.

64.

65.

66.
67.

68.
69.

70.
71.
72.

73.

74.
75.
76.
77.

78.
79.

80.
8L

82.

83.

84.

85.
86.
87.
88.
89.
90.
9L
92.

93.
94.

95.
96.
97.
98.
99.

100.

101.

102.

103.
104.
105.
106.
107.
108.
109.

110.
1L
112.
113.
114.
115.
116.
117.
118.

T. Scambos, C. Hulbe, M. Fahnestock, in Antarctic Peninsula
Climate Variability: Historical and Paleoenvironmental Perspectives,
E. Domack et al., Eds., Antarctic Research Series, vol. 79
(American Geophysical Union, 2003), pp. 79-92.

M. S. Dinniman et al., Oceanography 29, 144-153 (2016).

|. Vankova et al., Geophys. Res. Lett. 50, e2023GL102960 (2023).
M. G. Rosevear, B. Gayen, C. A. Vreugdenhil,

B. K. Galton-Fenzi, Annu. Rev. Mar. Sci. 16, 1-30 (2024).

A. K. Wahlin et al., Sci. Adv. 7, eabd7254 (2021).

B. E. Schmidt et al., Nature 614, 471-478 (2023).

A. Dinh, E. Rignot, M. Mazloff, I. Fenty, Geophys. Res. Lett. 51,
€2024GL110078 (2024).

S. Adusumilli, H. A. Fricker, B. Medley, L. Padman,

M. R. Siegfried, Nat. Geosci. 13, 616-620 (2020).

B. K. Galton-Fenzi, J. R. Hunter, R. Coleman, S. J. Marsland,
R. C. Warner, J. Geophys. Res. 117, 2012JC008214 (2012).
B. Kulessa, D. Jansen, A. J. Luckman, E. C. King,

P. R. Sammonds, Nat. Commun. 5, 3707 (2014).

K. Lindback et al., Cryosphere 13, 2579-2595 (2019).

C. L. Stewart, P. Christoffersen, K. W. Nicholls, M. J. M. Williams,
J. A. Dowdeswell, Nat. Geosci. 12, 435-440 (2019).

K. A. Naughten et al., J. Clim. 31, 5243-5261 (2018).

D. E. Gwyther, C. F. Dow, S. Jendersie, N. Gourmelen,

B. K. Galton-Fenzi, Geophys. Res. Lett. 50, €2023GL103765 (2023).
A. Wahlin et al., Sci. Adv. 10, eadn9188 (2024).

K. W. Nicholls et al., J. Glaciol. 61, 1079-1087 (2015).

I. Varikova, K. W. Nicholls, H. F. J. Corr, K. Makinson, P. V. Brennan,
J. Geophys. Res. Earth Surf. 125, e2019JF005280 (2020).

S. Cook, K. W. Nicholls, I. Vankova, S. S. Thompson,

B. K. Galton-Fenzi, Ann. Glaciol. 63, 27-32 (2022).

A. M. Chartrand, I. M. Howat, J. Glaciol. 69, 1663-1676 (2023).
P. Milillo et al., Nat. Geosci. 15, 48-53 (2022).

P. Milillo et al., Sci. Adv. 5, eaau3433 (2019).

H. Chen, E. Rignot, B. Scheuchl, S. Ehrenfeucht, Geophys.
Res. Lett. 50, e2022GL102430 (2023).

E. Rignot et al., Proc. Natl. Acad. Sci. U.S.A. 121, e2404766121 (2024).
B. I. D. Freer, O. J. Marsh, A. E. Hogg, H. A. Fricker, L. Padman,
Cryosphere 17, 4079-4101 (2023).

E. Rignot, Nat. Clim. Chang. 13, 1010-1013 (2023).

E. Rignot, J. Mouginot, M. Morlighem, H. Seroussi, B. Scheuchl,
Geophys. Res. Lett. 41, 3502-3509 (2014).

T. Pelle, J. S. Greenbaum, C. F. Dow, A. Jenkins, M. Morlighem,
Sci. Adv. 9, eadi9014 (2023).

T. Pelle, J. S. Greenbaum, S. Ehrenfeucht, C. F. Dow, F. S. McCormack,
J. Geophys. Res. Earth Surf. 129, e2023JF007513 (2024).

E. A. Wilson, A. J. Wells, I. J. Hewitt, C. Cenedese, J. Fluid
Mech. 895, A20 (2020).

A. A. Robel, E. Wilson, H. Seroussi, Cryosphere 16, 451-469 (2022).
B.R. Parizek et al., J. Geophys. Res. Earth Surf. 118, 638-655 (2013).
R. T. Walker et al., Earth Planet. Sci. Lett. 361, 422-428 (2013).
H. Seroussi, M. Morlighem, Cryosphere 12, 3085-3096 (2018).
A. T. Bradley, I. J. Hewitt, Nat. Geosci. 17, 631-637 (2024).
Y. Wang et al., Cryosphere 18, 5117-5137 (2024).

K. Christianson et al., Geophys. Res. Lett. 40, 5406-5411 (2013).
L. M. Simkins, S. L. Greenwood, J. B. Anderson, Cryosphere
12, 2707-2726 (2018).

C. L. Batchelor, J. A. Dowdeswell, Mar. Geol. 363, 65-92 (2015).
R. B. Alley, S. Anandakrishnan, T. K. Dupont, B. R. Parizek,
D. Pollard, Science 315, 1838-1841 (2007).

A. G. C. Graham et al., Nat. Geosci. 15, 706-713 (2022).

C. L. Batchelor et al., Nature 617, 105-110 (2023).

M. Jakobsson et al., Geology 39, 691-694 (2011).

C. L. Parkinson, D. J. Cavalieri, Cryosphere 6, 871-880 (2012).
D. K. Perovich et al., Geophys. Res. Lett. 34, 2007GL031480 (2007).
S. E. Stammerjohn, D. G. Martinson, R. C. Smith, X. Yuan,
D. Rind, J. Geophys. Res. Oceans 113, C03S90 (2008).

C. A. Greene, D. A. Young, D. E. Gwyther, B. K. Galton-Fenzi,
D. D. Blankenship, Cryosphere 12, 2869-2882 (2018).

M. Haigh, P. R. Holland, Geophys. Res. Lett. 51, e2024GL108406
(2024).

A. Silvano et al., Sci. Adv. 4, eaap9467 (2018).

N. S. Steiner et al., Elementa 9, 00007 (2021).

A. Purich, E. W. Doddridge, Commun. Earth Environ. 4, 314 (2023).
P. A. Reid, R. A. Massom, Nat. Commun. 13, 1164 (2022).

E. Gilbert, C. Holmes, Weather 79, 46-51 (2024).

S. Aoki et al., Commun. Earth Environ. 3, 142 (2022).

A. Duspayev, M. G. Flanner, A. Riihela, Geophys. Res. Lett. 51,
€2024GL109608 (2024).

0. Schofield et al., Trends Ecol. Evol. 39, 1141-1153 (2024).
S. Kacimi, R. Kwok, Cryosphere 14, 4453-4474 (2020).

M. lonita, Front. Earth Sci. 12, 1333706 (2024).

J. Weertman, J. Glaciol. 13, 3-11 (1974).

C. Schoof, J. Fluid Mech. 573, 27-55 (2007).

I Joughin, B. E. Smith, B. Medley, Science 344, 735-738 (2014).
E. A. Hill et al., Cryosphere 17, 3739-3759 (2023).

R. Reese et al., Cryosphere 17, 3761-3783 (2023).

M. Mengel, A. Levermann, Nat. Clim. Chang. 4, 451-455 (2014).

119.

=
(e}

120.

121.

122.

123.

124.

125.
126.

127.

128.
129.

130.

13L

132.
133.

134.
135.
136.
137.
138.
139.

140.

141.

142.
143.
144,
145,

146.
147.

148.
149.

150.

151.

152.
153.

154.
155.
156.
157.
158.

159.

166.

167.
168.
169.
170.

171.

172.

173.

174.
175.

T. Pelle, M. Morlighem, F. S. McCormack, Geophys. Res. Lett.
47, e2019GL086821 (2020).

J.N. Bassis, C. C. Walker, Proc. R Soc. A 468, 913-931 (2011).
R. M. DeConto, D. Pollard, Nature 531, 591-597 (2016).

C. Needell, N. Holschuh, Geophys. Res. Lett. 50, e2022GL102400
(2023).

I. Joughin, D. E. Shean, B. E. Smith, D. Floricioiu, Cryosphere
14, 211-227 (2020).

M. G. Wise, J. A. Dowdeswell, M. Jakobsson, R. D. Larter,
Nature 550, 506-510 (2017).

T. L. Edwards et al., Nature 566, 58-64 (2019).

F. Clerc, B. Minchew, M. Behn, Geophys. Res. Lett. 46,
12108-12116 (2019).

J.N. Bassis, B. Berg, A. J. Crawford, D. |. Benn, Science 372,
1342-1344 (2021).

M. Morlighem et al., Sci. Adv. 10, eado7794 (2024).

R. B. Alley et al., Annu. Rev. Earth Planet. Sci. 51, 189-215
(2023).

J.N. Bassis et al., Annu. Rev. Earth Planet. Sci. 52, 221-247 (2024).
B. R. Parizek et al., Geology 47, 449-452 (2019).

A. J. Crawford et al., Nat. Commun. 12, 2701 (2021).

A.T. Bradley, D. T. Bett, P. Dutrieux, J. De Rydt, P. R. Holland,
J. Geophys. Res. Oceans 127, €2022JC018621 (2022).

M. Poinelli, Y. Nakayama, E. Larour, M. Vizcaino, R. Riva,
Geophys. Res. Lett. 50, e2023GL104588 (2023).

K. E. Alley, T. A. Scambos, R. B. Alley, Ann. Glaciol. 63, 18-22 (2022).
C.-Y. Lai et al., Nature 584, 574-578 (2020).

J. A. MacGregor, G. A. Catania, M. S. Markowski,

A. G. Andrews, J. Glaciol. 58, 458-466 (2012).

S. Wang et al., J. Geophys. Res. Earth Surf. 127, e2021JF006346
(2022).

|. Joughin, D. Shapero, B. Smith, P. Dutrieux, M. Barham,
Sci. Adv. 7, eabg3080 (2021).

N. Gomez et al., Sci. Adv. 10, eadnl470 (2024).

V. R. Barletta et al., Science 360, 1335-1339 (2018).

P. St-Laurent, S. E. Stammerjohn, T. Maksym, J. Geophys.
Res. Oceans 129, €2023JC020467 (2024).

T. Surawy-Stepney et al., Cryosphere 18, 977-993 (2024).
R. A. Massom et al., Nature 558, 383-389 (2018).

N. J. Teder, L. G. Bennetts, P. A. Reid, R. A. Massom, Environ.
Res. Lett. 17, 045026 (2022).

K. Brunt, E. Okal, D. MacAyeal, J. Glaciol. 57, 785-788 (2011).
C. C. Walker, J. N. Bassis, H. A. Fricker, R. J. Czerwinski,

J. Geophys. Res. Earth Surf. 118, 2354-2364 (2013).

M. K. Becker et al., Geophys. Res. Lett. 48, e2020GL091207 (2021).
C. A. Greene, A. S. Gardner, N.-J. Schlegel, A. D. Fraser,
Nature 609, 948-953 (2022).

A. D. Fraser et al., Rev. Geophys. 61, e2022RG000770 (2023).
G. Van Achter et al., Ocean Model. 169, 101920 (2022).

E. A. Cougnon et al., Geophys. Res. Lett. 44, 11519-11527 (2017).
M. F. Huguenin, R. M. Holmes, P. Spence, M. H. England,
Geophys. Res. Lett. 51, e2023GL104518 (2024).

R. J. Matear, T. J. O'Kane, J. S. Risbey, M. Chamberlain,
Nat. Commun. 6, 8656 (2015).

J.M. A.Macha et al., Geophys. Res. Lett. 51, e2024GL109423 (2024).
F. S. Paolo et al., Nat. Geosci. 11, 121-126 (2018).

M. A. King, P. Christoffersen, Geophys. Res. Lett. 51,
€2024GL108844 (2024).

H. H. Hellmer, F. Kauker, R. Timmermann, T. Hattermann,

J. Clim. 30, 4337-4350 (2017).

J. Jin, A J. Payne, C. Y. S. Bull, EGUsphere egusphere-2024-1287
[Preprint] (2024); https://doi.org/10.5194/egusphere-2024-1287.

. K. A. Naughten et al., Nat. Commun. 12, 1991 (2021).

. B. J. Wallis et al., Nat. Commun. 14, 7535 (2023).

. A. Shepherd, H. A. Fricker, S. L. Farrell, Nature 558, 223-232 (2018).
. T. Slater et al., Cryosphere 15, 233-246 (2021).

. V. Brancato et al., Geophys. Res. Lett. 47, e2019GL086291 (2020).
. B. W. J. Miles, C. R. Stokes, S. S. R. Jamieson, Cryosphere 12,

3123-3136 (2018).

H. J. Picton, C. R. Stokes, S. S. R. Jamieson, D. Floricioiu,
L. Krieger, Cryosphere 17, 3593-3616 (2023).

S. S. Thompson et al., Cryosphere 17, 157-174 (2023).

R. Li et al., Nat. Commun. 14, 4061 (2023).

B. W. J. Miles et al., Cryosphere 15, 663-676 (2021).

B. J. Davison et al., Nat. Commun. 14, 1479 (2023).

S. Adusumilli, M. A. Fish, H. A. Fricker, B. Medley, Geophys.
Res. Lett. 48, e2020GL091076 (2021).

L. Barthélemy, F. Codron, V. Favier, J. Wille, Authorea
171387374.47240076/v1 [Preprint] (2024); https://doi.org/
10.22541/2au.171387374.47240076/v1.

S. Adusumilli, H. A. Fricker, A. S. Gardner, in State of the Climate
in 2022: Antarctica and the Southern Ocean, K. R. Clem,

M. N. Raphael, Eds. (American Meteorological Society, 2023).
J. D. Wille et al., J. Clim. 37, 757-778 (2024).

S. Jeong, I. M. Howat, J. N. Bassis, Geophys. Res. Lett. 43,
11,720-11,725 (2016).

science.org SCIENCE



176. B. W. J. Miles et al., J. Glaciol. 66, 485-495 (2020).

177. K. E. Alley et al., Cryosphere 15, 5187-5203 (2021).

178. J.N. Bassis, H. A. Fricker, R. Coleman, J. B. Minster, J. Glaciol.

54, 17-27 (2008).

179. C. C. Walker, J. N. Bassis, H. A. Fricker, R. J. Czerwinski,

J. Glaciol. 61, 243-252 (2015).

180. B. P. Lipovsky, J. Geophys. Res. Oceans 123, 4014-4033 (2018).

181. D. Francis, K. S. Mattingly, S. Lhermitte, M. Temimi, P. Heil,
Cryosphere 15, 2147-2165 (2021).

182. E. Larour, E. Rignot, M. Poinelli, B. Scheuchl, Proc. Natl. Acad.
Sci. U.S.A. 118, e2105080118 (2021).

183. H. Seroussi et al., Geophys. Res. Lett. 44, 6191-6199 (2017).

184. D. . Benn et al., Cryosphere 16, 2545-2564 (2022).

185. E. Rignot, Philos. Trans. R. Soc. Ser. A 364, 1637-1655 (2006).

186. B. W. J. Miles, C. R. Stokes, S. S. R. Jamieson, Sci. Adv. 2,
1501350 (2016).

187. T.Li, G. J. Dawson, S. J. Chuter, J. L. Bamber, Cryosphere 17,
1003-1022 (2023).

188. N. Ribeiro et al., J. Geophys. Res. Oceans 128, e2023JC019882
(2023).

189. S. Cook, B. K. Galton-Fenzi, S. R. M. Ligtenberg, R. Coleman,
Cryosphere 12, 3853-3859 (2018).

190. R. Minunno, N. Andersson, G. M. Morrison, Earth Sci. Rev.
241, 104431 (2023).

191. D. R. Macayeal, K. Mankoff, B. Minchew, J. Moore, M. Wolovick,
Glacial climate intervention: A research vision, Version 2,

U.S. Antarctic Program Data Center (USAP-DC) (2024);
https://doi.org/10.15784/601797.

192. B. Keefer, M. Wolovick, J. C. Moore, PNAS Nexus 2, pgad053
(2023).

193. A. Alevropoulos-Borrill, N. R. Golledge, S. L. Cornford,

D. P. Lowry, M. Krapp, Commun. Earth Environ. 5, 150 (2024).

194. 0. Gurses, V. Kolatschek, Q. Wang, C. B. Rodehacke,
Cryosphere 13, 2317-2324 (2019).

195. M. Siegert et al., ResearchGate 10.13140/RG.2.2.13179.94246
[Preprint] (2024); https://doi.org/10.13140/RG.2.2.13179.94246.

196. A. K. Klose, V. Coulon, F. Pattyn, R. Winkelmann, Cryosphere
18, 4463-4492 (2024).

197. K. A. Naughten, P. R. Holland, J. De Rydt, Nat. Clim. Chang.
13, 1222-1228 (2023).

198. J. Garbe, T. Albrecht, A. Levermann, J. F. Donges, R. Winkelmann,
Nature 585, 538-544 (2020).

199. D. Li, R. M. DeConto, D. Pollard, Y. Hu, Nat. Commun. 15,
5178 (2024).

200. S. Sadai, A. Condron, R. DeConto, D. Pollard, Sci. Adv. 6,
eaaz1169 (2020).

201. A. Shepherd et al., Antarctic and Greenland Ice Sheet mass
balance 1992-2020 for IPCC ARG, Version 1.0, UK Polar Data
Centre, Natural Environment Research Council, UK Research
and Innovation (2021); https://doi.org/10.5285/77B64C55-
7166-4A06-9DEF-2E400398E452.

202. L. A. Magruder et al., Nat. Rev. Earth Environ. 5, 120-136 (2024).

203. J. Kingslake, J. C. Ely, I. Das, R. E. Bell, Nature 544, 349-352
(2017).

204. T. Hattermann, L. H. Smedsrud, 0. A. Ngst, J. M. Lilly,

B. K. Galton-Fenzi, Ocean Model. 82, 28-44 (2014).

ACKNOWLEDGMENTS

We thank the World Climate Research Programme Climate and
Cryosphere Project (CliC) for coordinating this special issue, the
EDGE Science Team for inspiration, and two reviewers whose
comments substantially improved this paper. Funding: This work
was funded by Eric and Wendy Schmidt (H.A.F.), NASA Cryospheric
Sciences grant 8ONSSC23K0934 (H.AF.), the Australian
Government by the Antarctic Science Collaboration Initiative
Program (ASCI000002) (B.K.G.-F.), the Australian Research
Council Special Research Initiative, the Australian Centre for
Excellence in Antarctic Science (SR200100008), NASA Cryospheric
Sciences grant 8ONSSC22K0380 (C.C.W.), NASA Physical
Oceanography grant 8ONSSC23K0356 (C.C.W.), the Natural
Environment Research Council (NERC) Satellite Data in Environmental
Science (SENSE) Centre for Doctoral Training (NE/TO0939X/1)
(B.LD.F.), a Schmidt Al Postdoctoral Fellowship (B.I.D.F.), NASA
Cryospheric Sciences grants 8ONSSC21K0911 and 80NSSC24K1029
(L.P.), the National Science Foundation (2213875 and 2035080)
(R.D.), and NASA Cryospheric Sciences grant 8ONSSC22K1707 (R.D.).
Competing interests: The authors declare that they have no
competing interests. License information: Copyright © 2025 the
authors, some rights reserved; exclusive licensee American
Association for the Advancement of Science. No claim to original

US government works. https://www.science.org/about/science-
licenses-journal-article-reuse

Submitted 19 October 2024; accepted 3 January 2025
10.1126/science.adt9619

SCIENCE science.org

REVIEW

Advances and shortfalls in knowledge of Antarctic
terrestrial and freshwater biodiversity

L. R. Pertierra®>***, P, Convey>>$, A. Barbosa’t, E. M. Biersma®, D. Cowan®, J. A. F. Diniz-Filho'®%,
A. de los Rios'?, P. Escribano-Alvarez!, C. I. Fraser®, D. Fontaneto*%, M. Greve?, H. J. Griffiths®,

M. Harris?, K. A. Hughes®, H. J. Lynch®®, R. J. Ladle™, X. P. Liu®3, P. C. le Roux?, R. Majewska'®'°,
M. A. Molina-Montenegro?, L. S. Peck®, A. Quesada®, C. Ronquillo*, Y. Ropert-Coudert?,

L. G. Sancho®, A. Terauds®*?*, G. Varliero®?%, J. A. Vianna®*?”%8, A. Wilmotte?, S. L. Chown®°,

M. A. Olalla-T4rraga’, J. Hortal*™

Antarctica harbors many distinctive features of life, yet much about the diversity and functioning of Antarctica’s
life remains unknown. Evolutionary histories and functional ecology are well understood only for vertebrates,
whereas research on invertebrates is largely limited to species descriptions and some studies on environmental
tolerances. Knowledge on Antarctic vegetation cover showcases the challenges of characterizing population
trends for most groups. Recent community-level microbial studies have provided insights into the functioning
of life at its limits. Overall, biotic interactions remain largely unknown across all groups, restricted to basic
information on trophic level placement. Insufficient knowledge of many groups limits the understanding of
ecological processes on the continent. Remedies for the current situation rely on identifying the caveats of each

ecological discipline and finding targeted solutions. Such precise delimitation of knowledge gaps will
enable a more aware, representative, and strategic systematic conservation planning of Antarctica.

ntarctica, one of Earth’s last great wilder-
nesses, harbors singular and underappre-
ciated biodiversity (7). In just two centuries
of exploration, research on Antarctic eco-
systems has generated critical insights
into the evolution and functioning of biodi-
versity at the cold, nutrient-deficient, and dry
limits to life on Earth (2, 3). Antarctic ecosys-
tems provide vital services (4), including mod-
ulating global oceanic and atmospheric systems,
and the continent is a bellwether of the planet’s
climate state, given its rapid transformation and
its global connections and impacts (5).
Antarctic terrestrial biodiversity faces consid-
erable threats from global environmental change
and human pressures, including wildlife dis-
turbance and invasive alien species (6, 7). Its
isolation, extreme conditions, and comparatively
low disturbance levels (7) make Antarctica a key

sentinel for global change (4). In recent decades,
extensive international research cooperation
has led to breakthroughs in understanding of
Antarctic biodiversity, overturning previous par-
adigms of evolutionary patterns and processes
across biological scales (8, 9). The coexistence of
several national biological research programs
studying the relatively low diversity of the con-
tinent make the inventory of Antarctic organ-
isms more complete than in many other regions
(Fig. 1). Despite such considerable funding,
scientific progress has been uneven, with re-
search biased toward mainstream fields of study,
focusing on the most accessible or charismatic
species (10). Substantial knowledge gaps remain,
particularly with regard to complex functions
and remote and cryptic ecosystems and species
(I1). Early syntheses of available knowledge of
Antarctic biodiversity have, however, largely
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overlooked the substantial biases resulting
from shortcomings in understanding the con-
tinent’s ecological dynamics (72), critically lim-
iting the development of effective conservation
efforts (13). This underscores the need for a more
informed account of recent advances, gaps, and
biases in biodiversity knowledge to guide future
research and conservation investments (74). In
this analytical review, we provide a comprehen-
sive assessment of the state of knowledge of all
terrestrial biodiversity in Antarctica [see ma-
terials and methods (75) and supporting data
files (76)]. We compiled all records on Antarctic
species identities into TerrANTALife, a database
covering all terrestrial and freshwater eukaryotic
species and amplicon sequence variants of
prokaryotes (9, 17) of the continent. Data cov-
erage was evaluated through discovery rates
and spatial distribution of survey completeness
for spatiotemporal occurrence data and using
major global repositories (18-22) for mapping
out coverage of other aspects of biodiversity
(Fig. 2). We classify knowledge limitations (here-
after, “shortfalls”) into basic areas of ecological

A Antarctic species discovery rates
@ Total @Fungi @ Animalia @ SAR/Protist
2000

—
o«
o
o

1000

Observed number of species

500

and evolutionary research (74): (i) species inven-
tory; (ii) evolution of Antarctic life; species’
(iii) spatial and (iv) temporal dynamics; trait-
based (v) environmental tolerances and (vi) eco-
system functions; and (vii) biotic interactions.
We assess the severity of these knowledge short-
falls relative to the scientific and conservation
value of the missing information. Policies that
account for uncertainty and knowledge gaps
are better suited to advance scientific research
and conservation practice under the Antarctic
Treaty System (13, 23). Lastly, the current state
of ecological knowledge was assessed by a panel
of Antarctic biodiversity experts through an IDEA
(investigate, discuss, estimate, and aggregate)
elicitation process (24) (Fig. 3).

Advances in describing Antarctic biodiversity
and evolution

About 2100 terrestrial eukaryotic species have
been identified from Antarctica, including nearly
1000 fungi (half of them lichen-forming), >400
animals, 300 plants, and >400 SAR/protists (such
as stramenopiles, alveolates, rizarians, and other

unrelated unicellular organisms including amoe-
bae) (7). For most groups, more than half of the
known Antarctic species have been discovered
in the past 50 years (Fig. 1), partly driven by the
growth in Antarctic research after the Interna-
tional Geophysical Year (1957-1958) and the In-
ternational Polar Year (2007-2008) scientific
campaigns. Many endemic species, especially
prokaryotes, remain undiscovered (25). Limited
species descriptions for all major groups and
underexplored regions reveal considerable po-
tential for further discoveries (Fig. 1). Compre-
hensive inventories are essential for effective
area protection and threat assessment (13, 26)
and, indirectly, for safeguarding future biopros-
pecting potential.

Knowledge of animal diversity varies widely
(27), from comprehensive vertebrate inven-
tories to moderately complete checklists for
invertebrates such as microarthropods, other
soil and freshwater microinvertebrates, and ecto-
and endoparasites (Fig. 1). Knowledge of ances-
try and phylogenetic relationships is, however,
limited to a few species, mostly of megafauna

B Spatial distribution of the completeness of biodiversity inventories

Plantae ‘

Ice shelf

East Antarctic
| | Ice Sheet

0 \\l\\\\l\\\\l\\
1750 1800 1850 1900 1950 2000

Fig. 1. Spatial and temporal process of inventory of the terrestrial Antarctic
biota. (A) Historical discovery rates of species that are present in terrestrial and
freshwater ecosystems of Antarctica. Curves indicate the total number of species
inventoried through time for the four eukaryotic kingdoms (sensu lato): Animalia,
Fungi, Plantae, and SAR/protist (including stramenopiles, alveolates, rizarians, and
other unrelated unicellulars such amoaebas). The curated list of 2193 known
eukaryotic species analyzed here (15, 16) was compiled in (17). For all these
species, the year of first discovery and description in Antarctica, together
with the first description worldwide (for species present on other continents),
were taken from global metarepositories (18, 26). (B) Survey completeness
indicates how well the local species composition is characterized by the available
occurrence data [supporting files 3 and 4 (16)]. It is calculated as the slope
of the relationship between survey effort—measured as number of occurrence
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Completeness

High

Low

records—and the number of new species added to the local inventory. High
completeness indicates slope values close to O (i.e., no new species are
recorded with extra surveys), whereas progressively lower completeness

values indicate progressively higher current rates of addition of new species to
the local inventory with new surveys. Completeness was calculated with
KnowBR (53) for local inventories at a grid size of 50 km by 50 km, randomizing
the order of entrance of new records in each cell to account for temporal
unevenness in survey effort. Occurrence records for all the Antarctic eukaryotic
terrestrial species were retrieved first from the GBIF repository. This dataset
was complemented with Wauchope et al's (26) compilation of additional
records from scientific literature and technical reports such as protected
area management plans, which is available at the Australian Antarctic Data
Centre (121).
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(Figs. 2 and 3). Expanding molecular studies to
microarthropods and other microinvertebrates
has revealed previously unknown species and
inferred species-level divergences in mites (28),
springtails (29), tardigrades (30), nematodes (31),
and rotifers (32), although species counts remain
uncertain for parasites, gastrotrichs, and flat-
worms. With a limited fossil record, diversifica-
tion patterns can be alternatively infererred from
population genetics and time-calibrated phy-
logenies on the basis of non-Antarctic lineages
(83, 34). Although marine vertebrates breed-
ing on land are relatively well studied, there are
major gaps in knowledge about their specia-
tion (35) and hybridization (36) processes.

Knowledge of floral diversity is generally ade-
quate for the two native vascular plant species
(Antarctic hair grass, Deschampsia antarctica,
and Antarctic pearlwort, Colobanthus quitensis)
and the greater diversity of bryophytes and lichen-
forming fungi (Fig. 2 and fig. S1). In contrast,
knowledge of free-living microalgal and fungal
groups is poorer, with further taxonomic progress
expected from molecular analyses. Molecular
and phylogeographic tools have clarified rela-
tionships among plant populations and some
dispersal dynamics. Although the phylogeog-
raphy of some Antarctic plants has been assessed
phylogenetically in depth (37), most Antarctic
flora has yet to be studied with molecular meth-
ods. Similarly, comprehensive phylogenetic and
phylogeographic studies are limited to a few
lichen genera [e.g., (38, 39)].

Antarctic microorganisms are, in general,
poorly known across all groups, from algae and
other protists to fungi to bacteria, archaea, and
viruses (Fig. 3). Nevertheless, increased sur-
veys coupled with molecular techniques have
uncovered a rich cryptic diversity often hiding
in plain sight (40). Knowledge of the molecu-
lar diversity of snow algae (41) and freshwater
algae is limited, although a diatom compendium
is now available (42). Comprehensive surveys of
autotrophic microorganisms are restricted to a
few regions of terrestrial Antarctica, such as the
McMurdo Dry Valleys, with estimates suggest-
ing that more than half of the species remain
undescribed [e.g., Cyanophyta (43)]. In contrast,
heterotrophic protists are better known, although
total species numbers are uncertain (44). Consid-
erable information gaps remain for other uni-
cellular Eukaryota, such as yeasts (45). Broad
characterizations of microbial metacommuni-
ties in regions such as Victoria Land (46) have
identified >80,000 bacterial amplicon sequence
variants for the continent (77). Although in-
ventorying microbial diversity in subglacial and
endoglacial environments and the atmosphere
entails specific technological challenges, there
have been many notable discoveries of life sur-
viving at extreme habitats in recent years (47-49).
Finally, knowledge of virus diversity remains
extremely poor, albeit a few highly localized sur-
veys in freshwater and soil systems have iden-
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Fig. 2. Cross-availability of data on different ecological and evolutionary aspects per species for all
Antarctic eukaryotes. Venn diagrams depicting cross-availability of ecological and evolutionary data for all
Antarctic species within each of the four eukaryote kingdoms, measured as counts of species with data
entries in centralized metarepositories representative of five disciplines (15, 16). The disciplines represented
and their indicators are: (i) geographic distribution knowledge, georeferenced GBIF occurrence records
(18); (ii) evolutionary knowledge, genome sequences deposited in GenBank (19); (iii) functional traits
knowledge, measured trait info availability in either EltonTraits (122) for fauna or Plant Traits Database (TRY)
(21) for flora; (iv) abiotic tolerance knowledge, profiling of thermal limits gathered in the Globtherm
dataset (22), expanded with Antarctic literature; and (v) biotic relationships knowledge, between-species
interactions listed in the Global Biotic Interactions (GloBI) database (20).

tified at least 10,000 genotypes across virus
families [e.g., (50, 51)]. Thus, viruses repre-
sent the last frontier of Antarctic diversity.

Advances in mapping the spatiotemporal
dynamics of Antarctic biota

Surveys of terrestrial biodiversity in Antarctica
have been uneven in both space and time (52).

Inference methods accounting for survey effort
(563) show that biodiversity inventories remain
poor for many areas (Fig. 1B). Georeferenced
species occurrence records on the Global Bio-
diversity Information Facility (GBIF) metare-
pository vary widely between taxonomic groups
(Fig. 2 and fig. S2). Nonetheless, GBIF mobilizes
occurrence records for many species that are
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little known in most other respects (I8). Re-
latedly, species distributions modeling has been
widely used to assess the risk of invasive species
expansion [e.g., (54)] but has seldom been ap-
plied to native species distributions, in contrast
to the Southern Ocean marine biota.

Repeated surveys and monitoring programs
are absent for most groups and regions. Long-term
fauna and vegetation trend data exist for very few
locations (Argentine Islands, Signy Island, Bailey
Peninsula, and Cape Hallett), where surveys have
been sporadically repeated over the course of 30
to 60 years without any planned program [e.g.,
(55, 56)]. Experts identified substantial gaps in
knowledge of population trends across almost
all major Antarctic biodiversity groups (Fig. 3).
However, decade-long multitaxa monitoring sta-
tions recently set up in areas such as the Victoria
Land Dry Valleys are starting to offer insights
into local ecosystem dynamics (57). Expanding
this approach is promising but faces the critical
challenge of a lack of long-term funding for main-
taining such monitoring stations.

Large vertebrates illustrate the value of long-
term research. Dynamic population trend studies
across species ranges have been consolidated
for many breeding vertebrates, such as in the
Mapping Application for Penguin Populations
and Projected Dynamics series (58). These data
reveal increasing abundance of some penguin
species (e.g., Pygoscelis papua) and declines in
others (P. antarctica). Satellite imagery and
repeated surveys of breeding colonies enable
comprehensive mapping of seabird or seal spe-
cies [e.g., (569)]. For several seals, penguins, and
other seabirds, robust data exist on population
ecology aspects such as predator-prey dynam-
ics (60) or breeding phenology (61).

In contrast, knowledge of spatiotemporal pat-
terns of Antarctic invertebrates ranges from
moderate to poor (Fig. 3). Biogeographic studies
remain scarce but with some notorious exceptions
establishing regional population ancestry and
paleobiogeographic inferences in groups such as
Collembola (62) with even some species-specific,
large-scale studies (29). Nematodes lack even pre-
liminary species inventories for the continent,
hampering phylogeographic analyses [but see
(3D)]. Studies of invertebrate population dynamics
are largely restricted to describing life cycles and
biodemographic rates [e.g., in tardigrades (63)
and nematodes (64)]. Interannual abundance
and population trends of native soil microar-
thropods remain poorly studied, with very few
studies on temporal population dynamics (56).

Data mobilization is high for the Antarctic flora
(Fig. 2), albeit knowledge about spatiotemporal
patterns of plants and fungi is moderate (Fig. 3).
Detailed ground surveys have enabled assessment
of population trends for vascular plants and
some mosses in maritime Antarctica, including
the rapid expansion of vascular plants in Signy
Island during the past decade, linked to regional
warming (65). The non-native grass Poa annua,
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introduced to Thomas Point, King George Is-
land, in the 1980s, has spread widely and with
increasing speed since, with a resilient soil seed-
bank that has hampered eradication (66). Remote
systems such as drones and satellite imagery are
advancing vegetation mapping on the continent
(67). Rapid shifts in moss and lichen populations
have been detected but are generally monitored,
with notable exceptions, only for a few groups
and locations, such as East Antarctica (68). Albeit
restricted, studies of lichen community dynamics
show that this group may be particularly sensi-
tive to climate change (69), and surveys in remote
regions such as Shackleton Glacier (~87°S) of-
fer future opportunities for range-shift moni-
toring (70, 71).

Knowledge on microbiome spatiotemporal
patterns lags behind that of flora and fauna
(Fig. 3). Nonetheless, remote sensing mapping
of the total extent of green snow algae in the
Antarctic Peninsula offers a promising way for-
ward (72). Moreover, biogeographic regionaliza-
tions of diatoms and cyanobacteria indicate high
endemism and well-defined bioregions within
Antarctica (42, 73). Some local-scale studies of
biological soil crusts provide estimates of algal
growth, which may serve as proxies for the ter-
restrial Cyanophyta biomass (74). Techniques
such as environmental DNA metabarcoding
are rapidly advancing the understandig of soil
microbial diversity spatiotemporal variations,
offering novel insights on the structure and
temporal trends of microorganism comunities
across environmental gradients (75).

Advances in characterizing functional traits
and abiotic tolerances

All Antarctic taxa face severe knowledge gaps
with regard to functional traits, their variabil-
ity, and, above all, their ecological significance
in extreme environments (Figs. 2 and 3 and
fig. S3). Basic knowledge about the functional
strategies and trait-function relationships of
Antarctic primary producers is still required to
understand their adaptations, and the lack of
systematic trait inventories prevents compar-
ison with organisms from other regions. The
apparently high number of Antarctic species
with substantial functional trait data is mis-
leading; as it is limited to certain characteristics
of a few plant and animal groups (Fig. 3). Most
studies of environmental tolerances have fo-
cused on responses to low temperatures, regional
climate change, and ozone layer depletion (7).
Without accurate information on species across
space and time, which is lacking for many groups
(Fig. 3), it is impossible to understand how traits
such as temperature tolerance vary within com-
munities among seasons and geographic loca-
tions. These knowledge gaps hinder conservation,
as traits can predict species’ responses to envi-
ronmental change, and inform bioprospecting,
for example, by identifying previously unknown
molecules of pharmacological importance.

The most detailed functional trait informa-
tion available is for breeding vertebrates, par-
ticularly about the physiology, reproduction,
and foraging strategies of penguins and seals
(76, 77). However, ethical constraints make char-
acterizing abiotic stress tolerances in vertebrates
challenging, thus requiring researchers to rely
on correlative niche modeling and adaptive
genomic studies to infer their responses to en-
vironmental change (78).

Virtually no trait information is available for
many invertebrate groups, with the notable ex-
ceptions of cold and desiccation tolerance strat-
egies studied for a handful of model arthropods
such as the mite Alaskozetes antarcticus, the
springtail Cryptopygus antarcticus, and the
dipterans Belgica antarctica and Parochlus
steinenii (79, 80). In nonarthropod microin-
vertebrates, functional studies also focus on
abiotic stress tolerance, including cold and des-
iccation tolerance, as well as other edaphic
factors such as salinity [e.g., nematodes (81),
tardigrades (82), and rotifers (83)]. Although
functional ecology studies are limited to a small
fraction of the microinvertebrate species living
in species-rich regions such as the Antarctic
Peninsula, they cover a high proportion of those
residing in species-poor areas such as the Dry
Valleys. Thus, advancing functional knowledge
requires prioritizing underrepresented guilds in
species-rich regions.

Various studies have examined the responses
to extreme conditions of the two native vascular
plants of the maritime Antarctic, including
photoprotection, photosynthetic activity, desic-
cation, cold tolerance, and fitness [e.g., (84, 85)],
although adaptations to low temperature, desic-
cation, and radiation stress remain poorly un-
derstood. For the more diverse bryophytes, trait
coverage is generally poorer than for other
aspects of biodiversity (Fig. 3). Case studies in
the maritime Antarctic are limited to a few
bryophyte species and locations, focusing on
climate warming responses [e.g., (86)]. In con-
trast, the few bryophyte species present in con-
tinental Antarctica have been studied relatively
extensively [e.g., (87)].

The assessment of functional knowledge by
experts was higher for lichens than other groups
(Fig. 3), with many studies focusing on growth
(69) and metabolic activity (88). Research in mari-
time and continental Antarctica has addressed
the influence of abiotic factors including tem-
perature, light, and water availability on lichen
photosynthesis and growth (89, 90). Strong links
between lichen diversity, annual growth, aver-
age temperature, and precipitation have also
been demonstrated across the continent (91).

Studies on microorganisms have been mostly
limited to snow algal growth and tolerances and
baseline knowledge on freezing and radiation
resistance [e.g. (92)]. Genomic, metagenomic,
and proteomic research on Antarctic prokar-
yotes is already yielding insights into functional
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Fig. 3. Assessment of biodiversity knowledge gaps and implications for
applied conservation practice through an expert elicitation. The 29
participant experts were consulted to evaluate Antarctic science progression
around the seven main biodiversity knowledge shorftalls: species diversity
(“Diversity"), geographic distributions (“Distributions”), population dynamics
(“Population™), evolutionary relationships (“Evolution”), functional traits
(“Functional traits”), abiotic tolerances (“Tolerances”), and biotic relationships
(“Interactions™) (14). Scores indicate the joint knowledge progression

perceived by the experts toward having a baseline knowledge in each

discipline about eight eukaryotic and prokaryotic groups present in the terrestrial
Antarctic (15, 16). The x axes indicate the scoring provided by the experts.
Scores close to 0 indicate large knowledge gaps, and scores close to 100 indicate

extensive coverage. The “best estimate” (i.e., the prevailing view) is shown
together with uncertainty levels (constructed from minimum and maximum
perceived estimates and confidence levels) using the IDEA elicitation

formula (24). Note that “algae” includes both cyanophyta, green algae, and
diatoms, as they are typically studied together. Bars are colored by the
shortfall filling importance for conservation identified by experts. This importance
was calculated as the integration of the depth of the knowledge gap set by
Antarctic biodiversity experts and the joint general value for conservation
practices (set as climate change action, biosecurity, pollution control, living
resources management, and area protection) set by five experts in biodiversity
knowledge shortfalls science. Red indicates high filling importance, and yellow
indicates comparatively low importance.

traits at the community level (93), although in situ
functional assay data are scarce. For instance,
recent soil habitability studies have identified
the functional attributes of microbial commu-
nities driven by abiotic gradients (75, 94), but
metatranscriptomic studies documenting gene
expression at the community level are severely
hampered by the low mRNA extraction yields
resulting from the low biomass and low tran-
scription rates in many Antarctic habitats, par-
ticularly soils. Some community-level functional
data exist on carbon fixation, respiration rates,
nitrogen cycling, and trace gas (CO,, H50) as-
similation (93-95), yet microbial community
responses to abiotic conditions remain poorly
understood. Recent in situ and ex situ studies
have explored the effects of radiation, tem-
perature, nutrient supplementation, and/or
soil wetting [e.g., (96)], but largely focusing
on microbial community composition rather
than on its functionality. Although the abiotic
and, to a lesser extent, biotic drivers behind
the response of microbial community struc-
ture to environmental gradients are beginning
to be disentangled (97, 98), their influence on
ecosystem functioning over space and time is
still unresolved.
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Advances in understanding species
interactions and ecological networks
The role of biotic interactions in structuring Ant-
arctic terrestrial ecosystems remains largely un-
explored. Competitive interactions have been
classically considered to play a minor role in
Antarctica compared with other regions owing
to the reduced biodiversity and extreme abiotic
pressures (99). Growing evidence of such inter-
actions, albeit still limited, is now emerging
at all levels (11, 100). Although there is a basic
understanding of which are the primary pro-
ducers, grazers, predators, parasites, and detri-
tivores in terrestrial food webs (10I), interactions
are seldom quantified, and the original expecta-
tions of progress (102) have only materialized
for a few systems (703). Indeed, databases hold
virtually no records of ecological interactions
even for goups with data about other aspects of
biodiversity (Figs. 2 and 3 and fig. S4)), despite
the critical importance of this knowledge for
biosecurity and living resources management,
which requires understanding the resilience
of ecological networks to disturbances.
Complex hypotheses about interactions have
only been assessed in the best-studied animal
groups, such as coastal macrofauna (seals and

seabirds) (104). Trophic interactions between
different elements of the terrestrial food web
can, however, be informed by stable isotope
studies [e.g., (105)], although few such studies
are yet available [but see (106)]. Lists of ecto-
parasites, epibionts, and endoparasites of Ant-
arctic vertebrates have recently been published
(107), and a recent study describes forms of neu-
tral commensalism of tardigrades associated
with seabird nests (108).

Several studies have assessed potential com-
petition and facilitation among native and
non-native vascular plants (109), but little at-
tention has been given to bryophytes and lichens,
which are the primary components of Antarctic
vegetation. Although competition for space
would appear to be the most important biotic
interaction affecting these groups, its impact
on the composition and structure of their com-
munities in Antarctica has not been studied in
depth. Symbiotic relationships, such as between
lichen photobionts and mycobionts, have been
more widely explored [e.g., (110)], and the sym-
biont forms of rhizobacteria, fungal endophytes
of plants, have received increasing attention
(111). Plant competition and succession under
climate change is also emerging as a growing
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field that requires long-term in situ monitor-
ing and/or ex situ experimentation (109).

The analysis of interspecific microbial inter-
actions remains a more complex challenge, but
the study of carbon pathways (77) and the use of
quorum-sensing techniques (172) offer additional
insights into the characterization of trophic con-
nectivities in polar ecosystems. Nonetheless,
interactions between primary producers (pho-
totrophic and chemoautotrophic taxa), hetero-
trophic prokaryotes, and microscopic eukaryotes
are very poorly understood [but see (113)], per-
haps with the exception of the recently character-
ized soil food webs of the McMurdo Dry Valleys
(114). Virus and bacteriophage activity remains
largely unexplored, although metabarcoding and
metagenomics are starting to clarify their influ-
ence on Antarctic host species and communities
(561, 115). Knowledge of species interactions is
entirely lacking for SAR/protist species (Fig. 3).

Future directions for Antarctic biodiversity
science and identifiable priority gains
of knowledge for conservation practice

Systematic knowledge acquisition in Antarctica
that maximizes the value of information for un-
derstanding and preserving its biodiversity re-
quires four consecutive steps: (i) completing
biodiversity inventories; (ii) obtaining robust
spatial and temporal data coverage; (iii) col-
lecting the information required to address the
remaining knowledge shortfalls; and (iv) man-
aging and mobilizing data into centralized in-
formation repositories that allow biodiversity
trends to be assessed.

Representative biodiversity inventories

Many species remain to be discovered or (re)
described, including differentiating cryptic taxa.
The increasing application of molecular biology
approaches is enhancing the identification of
species and cryptic speciation events, leading to
rapid increases in knowledge of microbial di-
versity. The main challenges remaining in the
description of Antarctic terrestrial and freshwater
diversity arise primarily from survey limitations
and the paucity of experienced taxonomists. Two
main steps are required to overcome these chal-
lenges: training of specialists and increasing ap-
plication of evolutionary and environmental
omics approaches [such as recent work on soil
biodiversity detection (716)]. Environmental DNA
surveying requires not only systematic implemen-
tation but also the availability of both voucher
specimens with precise taxonomic identifica-
tions and more comprehensive and quality-
controlled sequence databases and biological
sample repositories (9).

Increasing spatiotemporal coverage

Biodiversity science relies on the availability of
representative collections. A systematic moni-
toring favors a better understanding of global
change dynamics and conservation practice.
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Many ice-free locations and inland waters in
Antarctica have not been surveyed or resurveyed
since the early 20th century or the initiation of
substantive scientific research activities in the
1950s (25). Thus, virtually no recent spatial
data are available to fill knowledge gaps in
areas including environmental tolerance breadth,
patterns of functional traits, and forms of bi-
ological interactions for most of the continent.
Improved characterization of species’ distribu-
tions requires spatially targeted broad field
surveys to reduce spatial biases in remote
areas such as the Prince Charles Mountains
or the Queen Maud Mountains (77, 116) together
with development of remote sensing imagery
and analyses (25).

Data upscaling and standarization

Environmental vulnerability studies have in-
formed policy-making discussions about the
protection of, for example, the emperor pen-
guin as an Antarctic Specially Protected Spe-
cies (117) but are still lacking for terrestrial
biota. Overall, current gaps in knowledge about
species interactions make it very difficult to
understand the cascading effects of global
change beyond the impacts on each species
considered in isolation (7). Interdisciplinary
studies that evaluate relationships between
groups through, for instance, genomic, fatty
acid, and/or isotope-based analyses of food
webs, are required. Disentangling biotic inter-
actions will also require promotion of interdis-
ciplinary integrative research that examines
functional relationships between groups, such
as the diversity and influence of viruses in
Antarctic host species and communities (775).
Baseline descriptions of species co-occurrence
should be augmented by manipulative field
experiments or, alternatively, growth chamber
experiments that realistically mimic Antarctic
field conditions [e.g., (118)]. Because of microor-
ganisms’ complexity and plasticity, standardized
collection remains both a challenge and a nec-
essary step in the characterization of functional
aspects. Standardized protocols are required to
ensure that future studies of the responses of dif-
ferent groups to global change are comparable.

Data mobilization, centralization, and reanalysis

A critical component of knowledge acquisition
is data mobilization and centralization, that is,
data retrieval from bibliographic sources, insti-
tutional repositories, and/or private databases
and harmonization into open repositories with
transparent data audit and consolidation (I8).
Data mobilization, centralization, and reanal-
ysis ultimately make important contributions
to providing policy-makers with the critical
summaries of biodiversity and ecosystem func-
tioning trends required for supporting their
strategic conservation planning efforts. Nota-
bly, recent calls have raised the need to in-
tegrate existing Antarctic biological data from

decentralized sources (119). The complemen-
tary adoption and expansion of monitoring
“model bio-sentinel” organisms and “priority
areas” can help identify rapid changes (120),
alleviating current knowledge gaps. In this
work, we have identified species and groups of
organisms that have data across multiple as-
pects of biodiversity (Fig. 3). Further assessment
of the representativeness of these organisms
would eludicate how well they provide baseline
systems of reference and would contribute to
priorizing additional target groups or species. In
this context, combining (i) works increasing data
completeness for particular species with (ii) in-
depth case studies would provide basic, yet repre-
sentative, understanding of their responses to
global change, helping to maximize conserva-
tion gains under limited funding. An assessment
of priority knowledge gains, as conducted here,
can set the basis for developing strategic pro-
grams to fill critical knowledge gaps. However,
the full “value of information” that balances
the scientific, economic, and societal costs and
gains of priorizing research to improve com-
pleteness across key aspects of biodiversity re-
mains to be ascertained for Antarctica (72).

Conclusions

Recent scientific advances have shed new light
on the functioning of Antarctic ecosystems.
Major gaps in knowledge of Antarctic biodi-
versity still hamper our understanding of the
functioning of its ecosystems, limiting the ef-
fectiveness of conservation policies and actions.
This continent-wide review of biodiversity knowl-
edge shortfalls provides a basis for future in-
tegrative analyses of research needs and ways
to inform conservation requirements in a chang-
ing environment, not only for Antarctica but
also as a model approach for scaling up shortfall
assessments from a single taxonomic group to
whole biomes that can be applied to other re-
gions. To address the here-described shortfalls,
future research planning should establish tar-
geted international collaborative programs fo-
cused on addressing these key questions. Despite
more than a century of Antarctic research and
exploration under an umbrella of international
scientific cooperation, there is still much to learn
about the ecology and biogeography of this
enigmatic continent. Moreover, the pervasive
impacts of contemporary human-induced en-
vironmental change urgently require these
knowledge gaps to be filled to better safeguard
the continent’s singular biodiversity and the
ecosystem services it provides.
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Disappearing landscapes:

The Arctic at +2.7°C global warming

Julienne C. Stroeve?*1, Dirk Notz>t, Jackie Dawson®, Edward A. G. Schuur®,

Dorthe Dahl-Jensen™®, Céline Giesse®

Under current nationally determined contributions (NDCs) to mitigate greenhouse gas emissions, global
warming is projected to reach 2.7°C above preindustrial levels. In this review, we show that at such a level of
warming, the Arctic would be transformed beyond contemporary recognition: Virtually every day of the year
would have air temperatures higher than preindustrial extremes, the Arctic Ocean would be essentially ice
free for several months in summer, the area of Greenland that reaches melting temperatures for at least a
month would roughly quadruple, and the area of permafrost would be roughly half of what it was in preindustrial
times. These geophysical changes go along with widespread ecosystem disruptions and infrastructure damage,
which, as we show here, could be substantially reduced by increased efforts to limit global warming.

n 2024, Earth’s annual average near-surface

air temperature exceeded 1.5°C above pre-

industrial levels for the first time in modern

history (7). This warming was accompanied

by numerous and often devastating weather
extremes worldwide, providing a glimpse into
our near-future world when average global
warming levels will continue to exceed the as-
pirational +1.5°C temperature target of the
Paris Agreement. How far temperatures will rise
above this target depends on future human
greenhouse gas emissions and the response of
the global carbon cycle. The former largely re-
lies on the nationally determined contributions
(NDCs) that nations commit to and achieve.
Current country-level pledges to reduce carbon
emissions under the Paris Agreement are pro-
jected to result in global temperatures rising
to 2.7°C (in a range of 2.5° to 3°C) above pre-
industrial levels by 2100 (2), well above the 2°C
threshold long considered to define dangerous
climate change.

Human-induced climate change is affecting
every region across the globe (3), with the Arctic
being among the most impacted. This extraor-
dinary part of our planet, which has fascinated
us with its remoteness, wildlife, culture, and
beautiful landscapes for generations, is the
fastest-warming region on Earth, currently
warming nearly four times as much as the
global average (4). The loss of sea ice is key in
this warming, such that regions like the Barents
Sea, which has largely lost its winter ice cover,
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has warmed seven times more than the global
average (4), whereas warming over the Green-
land ice sheet is more modest at 1.6 times the
average (5). If global temperatures reach 2.7°C
above preindustrial levels, the Arctic, represent-
ing the Circumpolar North (6), will be trans-
formed beyond contemporary recognition. This
transformation is due not only to the magni-
tude of warming but also to the current pace of
change, which is unprecedented compared with
the changes seen over the past several thousand
years (7). These changes will generate wide-
spread and cascading risks, challenging the
adaptability of ecosystems and human societies
both within and beyond the Arctic region.

To explore the consequences of the current
insufficient action to limit global warming to
“well below 2°C” and to visualize how funda-
mentally this will alter our current way of life,
we examined how the Arctic would differ at
+2.7°C compared with +1.5°C and preindustrial
temperature levels. We focused on existing
studies that show broad qualitative agreement.
In doing so, we took the Intergovernmental
Panel on Climate Change (IPCC) Sixth Assess-
ment report (AR6) as a starting point and up-
dated their knowledge and understanding of
changes in three major elements of the Arctic
cryosphere (sea ice, the Greenland ice sheet,
and permafrost) and how these changes are
cascading to create impacts and risks for Arctic
ecosystems, economies, and cultures.

The Arctic under the Paris Agreement:
Impacts at 1.5°C of global warming

To understand how the Arctic will be altered
under 1.5°C of global warming, we first exam-
ined air temperature because its increase drives
many of the changes discussed here. In a world
that is 1.5°C warmer, Arctic air temperatures will
exceed levels that were considered extremely
warm under preindustrial conditions on more
than 80% of all days of the year (Fig. 1). This
shift is consistent across seasons, with pre-
industrial extremes particularly exceeded in

autumn owing to delayed sea-ice formation. In
winter, previous cold extremes will no longer
occur, and the coldest daily winter temperatures
will be as warm or warmer than the previously
warmest temperatures on those days.

In addition to changes within individual sea-
sons, the amplitude of the seasonal cycle is
decreasing. Observational records and climate
model simulations show that Arctic warming is
three times higher in winter than in summer
(8, 9). This results in a reduction of the seasonal
cycle amplitude by about 2°C per degree of
global warming and substantial warming of
winter cold extremes (9).

Enhanced Arctic warming is accompanied
by considerable reductions in the sea-ice cover
throughout the year, which are most pronounced
in September (Fig. 2A). During preindustrial
times and until the end of the 20th century,
the Arctic Ocean featured a stable perennial
ice cover, after which large reductions started to
emerge (10). In 2012, the minimum sea-ice ex-
tent (SIE, defined as all areas with at least 15%
sea-ice concentration) fell below 4 million km?
for the first time in modern history, a decrease of
50% compared with the 1979 to 1997 average. At
1.5°C of global warming, pan-Arctic summer sea
ice is expected to hover around this low level, yet
there remains a possibility of an occasional ice-
free September (SIE < 1 million km?) between
2030 and 2050, regardless of which shared so-
cioeconomic pathway (SSP) emission scenario is
followed (11, 12). Predicting the exact timing of
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Fig. 1. Changes in the distribution of daily Arctic
surface air temperature with global warming.
Probability distributions of anomalies in daily Arctic
mean surface air temperature (SAT) relative to
preindustrial levels (gray) at 1.5°C (orange) and
2.7°C (red) global warming for the annual mean
and for the individual seasons winter [December-
January-February (DJF)], spring [March-April-May
(MAM)], summer [June-July-August (JJA)], and

fall [September-October-November (SON)]. Data
are based on simulations from the Max Planck
Institute Earth System Model version 1.2, low
resolution (MPI-ESM1.2-LR) large ensemble (details
provided in supplementary materials).
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an ice-free year, or of regionally ice-free con-
ditions, such as the record long open water sea-
son within the Northwest Passage (NWP) in
2024, is challenging because of internal var-
iability, which dominates sea-ice fluctuations
on subdecadal timescales (13). However, new
estimates suggest that the daily SIE could
drop below 1 million km? before 2030 (14).
Such internal variability also explains why no
new pan-Arctic sea-ice record minima has oc-
curred since 2012: A persistent Arctic dipole
pattern with its impacts on ocean heat trans-
port into the Arctic and freshwater transport
into the Canadian Arctic from Siberian riv-
ers contributed to stabilizing the ice cover at
about half its preindustrial extent over the
past decade (I5). On longer timescales, the
amount of sea-ice loss and the rise in global
mean temperature will nevertheless remain
linearly related to the amount of anthropogenic
greenhouse gas emissions (16, 17). Thus, Arctic
sea ice will continue to decrease on decadal
timescales with continuing net greenhouse
gas emissions.

Like the quick, large-scale response of the sea-
ice area, the surface melt area of the Greenland
ice sheet expands strongly with rising temper-
atures (Fig. 2B). At +1.5°C of global warming,
the area that undergoes more than a month of
melting conditions more than doubles com-
pared with that occurring during preindustrial
conditions. By contrast, changes in the total
mass balance of the Greenland ice sheet unfold
on much longer timescales. Assessments of cur-
rent mass balance changes relative to preindus-
trial conditions are limited by the short-term
observational record, and future assessments
are challenged by model limitations as well as
short- and long-term climate variability (5). How-
ever, observations have revealed that through-
out most of the 20th century, the Greenland
ice sheet was relatively stable, with its annual
mass gain from snowfall roughly balanced by
mass loss from iceberg calving and meltwater
runoff. Today, at global warming levels around
1.5°C, Greenland is losing mass at a high rate, a
shift which started in the 1980s (Z8) and accel-
erated in the first two decades of the 21st century,
with Greenland annually losing 270 gigatons (Gt)
of ice—six times the rate observed in the 1980s.
The amount of ice that is currently lost from
Greenland every year would be enough to cover
an area the size of Manhattan Island with ice
about 3 km in thickness. This loss contributes
approximately 0.75 mm per year to sea level rise
(SLR), accounting for about 20% of the observed
rise (19, 20).

Although surface melting dominates Green-
land’s current mass loss (21), a recent study
indicates that total mass loss has been underes-
timated because the retreat of marine-terminating
glacier fronts had not been accounted for (22).
This glacier retreat contributed an extra 1140 Gt
of mass loss from 1985 to 2022, in addition to
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Fig. 2. Areal changes in Arctic sea ice, Greenland melt area, and Northern Hemisphere permafrost
for preindustrial levels and for 1.5°C and 2.7°C global warming. (A) Area of the Arctic Ocean (blue)
overlaid with Arctic sea-ice area in September (white). The white-to-blue colors indicate the probability of
sea-ice coverage in a single year at the respective warming level, based on the interannual variability of
bias-corrected sea-ice area from the MPI-ESM1.2-LR large ensemble. (B) Area of Greenland overlaid with

the area that experiences a given number of melt days per year. Melt days are calculated as the average
number of days per year with a daily mean surface air temperature >0°C in the ACCESS-ESM1.5 model.
(C) Land area north of 45°N (gray) overlaid with the area of Northern Hemisphere underlain by permafrost
(purple). The purple-to-gray colors indicate the probability of near-surface permafrost coverage at the
respective warming level, based on the model uncertainty of 13 selected CMIP6 models (details provided

in supplementary materials).

the 5390 Gt estimated from 1992 to 2020 by
the Ice Sheet Mass Balance Intercomparison
Exercise (IMBIE) (17). Although this addi-
tional mass loss from the floating parts of
marine-terminating glaciers does not con-
tribute to sea level rise because the ice has al-
ready been in the ocean, these recent findings
confirm that ice retreat has far outpaced ice
growth in recent decades. Moreover, retreat of
the glacier fronts can trigger increased ice dis-
charge further upstream, such that marine ter-
minating glaciers will continue to play a key role
in mass loss from Greenland (23).

The response time of permafrost (perennially
frozen ground) falls between that of sea-ice
and ice-sheet mass loss. Permafrost underlies
approximately 15 million km? of the northern
high latitudes, an area roughly the size of North
America (24) and can be hundreds of meters
thick in the coldest regions. It is the surface
permafrost (0- to 3-m ground depth) that is
the quickest to respond to warming and has
the most influence on ecosystems and people
(6). The entire northern permafrost region is
known to contain from 1440 to 1600 Gt of organic
carbon, with an additional poorly quantified

estimate of 1000 Gt in deeper deposits and sub-
sea permafrost (25, 26). This amounts to two to
three times the carbon currently in the atmo-
sphere, which is why the release of even just a
small fraction of this large frozen carbon pool
could substantially increase the atmospheric
concentration of carbon dioxide and methane,
thus accelerating the rate of climate change.
At 1.5°C global warming, model simulations
suggest a reduction of surface permafrost area
of about 25% relative to preindustrial condi-
tions (Fig. 2C). Consistent with these simula-
tions, the observational record shows clearly
that permafrost landscapes have started to un-
dergo widespread changes: The temperature of
deeper permafrost (measured at 15- to 25-m
depth by a network of boreholes) reaches record-
high levels year after year, with the measured
temperatures in 2023 being the highest on
record (27). Absolute temperature changes are
greatest in the coldest permafrost further north,
whereas lower temperature increases to the
south represent energy diverted into melting
ice within permafrost ground. Surface perma-
frost degradation as a result of melting ice, ob-
served in the form of abrupt thaw and changes in
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the depth of the surface-active layer that thaws in
summer, is also widespread, although the ex-
tent and driving processes of these changes
vary regionally and temporally (28-30).
Some ecosystems around the permafrost
region have already started to transition into
net carbon emission sources (31, 32), and eco-
system tipping points have been crossed at
current warming levels (33). At the same time,
some nonpermafrost ecosystems in the region
have remained net carbon sinks because of
Arctic greening (34). Accumulating evidence
at the regional scale from ground-based and
aircraft-based measurements suggests that
entire regions have become net carbon sources
to the atmosphere (35, 36). These assessments,

@ Intact permafrost

= [ Greenland
ice

+1.5°C

Warming until today relative to
preindustrial levels.

+1.5°C

Gas exchange between
the land and the atmosphere.

Land surface

Co, CH,

Seasonal —a!
thaw

Greenland ice +1.5°C
margin
/&7\— Surface melt
Ice
I
Basal melt Bedrock

however, still differ from large-scale Earth sys-
tem models (37) and atmospheric greenhouse
gas concentration inversion models (38). The
Arctic, acting as a regional-scale net carbon
source to the atmosphere, is an unequivocal
threshold for the permafrost carbon feedback
to climate change. At the same time, weakening
of the long-term carbon sink—even if it hasn’t
fully transitioned into a source—as observed
today and faster than models have predicted,
already accelerates climate change (26).

With the current level of global warming of
around 1.5°C, the Arctic is already markedly
different from its preindustrial state. Even if we
were to stabilize future temperatures immedi-
ately at 1.5°C, the Arctic cryosphere will continue

© Loss of surface permafrost @ =30 days of ice melt

reenland
ice

»
No

« summer
seaice

+2.7°C

Warming by 2100 if all nations implement
their currently planned policies.

+2.7°C
Impact of net CO, and CH, emissions to the atmosphere
equal to 117 Pg C in CO, equivalent; pie chart shows
relative contribution of CO, and CH,.

CH, Co,

CH,

|
—

Subsidence

More thawed

+2.7°C

At +2.7°C, Greenland
will contribute around
20 cm to global sea level
by 2100.

Fig. 3. Today’s Arctic approaching 1.5°C and the future Arctic under 2.7°C of global warming. Shown
are the changes in September sea-ice area, changes in the Greenland melt area exceeding 30 days, and changes in
areas overlaid by at least 3 m of permafrost (top). Additional greenhouse gas emissions from permafrost
degradation (middle) are shown at 2.7°C (units of Pg C in CO, equivalent, with pie chart illustrating proportional
impact of methane and carbon dioxide) together with expected sea level rise contribution from Greenland (bottom).
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to shrink across a wide range of temporal and
spatial scales.

The Arctic under the current level of NDCs:
Impacts at 2.7°C of global warming

If global warming reaches 2.7°C by the end of
this century, impacts on the Arctic will far ex-
ceed those observed today: Virtually every day
of the year will have Arctic air temperatures
exceeding preindustrial temperature extremes,
with, for example, the expected average warm-
ing in winter exceeding 10°C (Fig. 1). At such
warming levels, the Arctic Ocean will have lost
its perennial sea-ice cover in all years (Figs. 2A
and 3)—a change unprecedented in human his-
tory. The ice-free state in summer will extend
over several months and will occur in every year
(39). The last time the Arctic Ocean was ice free
for extended periods of time was the Last In-
terglacial at around 130,000 years ago (40). In
winter, the sea-ice cover will be much thinner
than today and will often no longer extend to
the coasts because of the shorter sea-ice growth
season and the high amount of winter warming.

Melting in Greenland will be substantially
enhanced at 2.7°C because the area of the ice
sheet that experiences more than a month of
surface temperatures >0°C roughly quadruples
compared with preindustrial conditions (Figs.
2B and 3). The lowered albedo further enhances
surface-meltwater runoff (41); this runoff is an-
ticipated to be a primary factor in the increasing
mass loss from Greenland in a warming climate,
leading to an accelerating rise in global sea
levels by several centimeters over the coming
decades (42). The contribution of Greenland ice
loss to global sea level rise at 2.7°C might addi-
tionally increase through the partial loss of outlet
glaciers in North Greenland, where the upstream
basins contain enough ice to raise global sea lev-
els by 2.1 m. The long-term stability of these outlet
glaciers is currently unclear, yet they already ex-
perienced large-scale mass losses between 2000
and 2020 due to increased basal melting from
warmer ocean temperatures (43). Given the large
number of governing positive and negative feed-
backs and our limited ability to faithfully simulate
their interactions, the uncertainty of quantitative
estimates of Greenland’s absolute contribution
to global sea level rise over time at 2.7°C remains
large (5). A recent estimate has Greenland con-
tributing 20 + 0.9 cm (44) over the next 80 years.

Whether the long-term mass loss from Green-
land will eventually become irreversible—and
the time frame needed to reach this condition—
remain uncertain: Model simulations ignoring
elevation-related feedbacks indicate that the
surface mass balance of the Greenland ice sheet
could become negative at 2.7°C, which implies
irreversible ice loss at this warming level (45).
Other studies suggest that the ice loss could be-
come irreversible at a threshold of between 1.7°
and 2.3°C of global warming (46, 47) or at cu-
mulative emissions of 1000 to 1500 Gt C (48).
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Others suggest there is no discrete warm-
ing or CO, threshold but rather a range

A Marine ecosystem functioning and fisheries

that the Arctic will no longer resem-
ble the one we know today, with far-

of steady-state ice sheet masses for dif-
ferent temperature increases (49).
Despite these uncertainties, with in-
creasing warming, Greenland mass loss
will accelerate, and a new equilibrium
will be reached only after increasing

amounts of net mass loss. Geological
data propose that 400,000 years ago
during the interglacial period stage 11,
when global warming was likely still
<2.7°C, Greenland might have lost 20%
of its ice, raising the global sea level by
several meters (50, 51). This amount of
ice loss will unfold over centuries or even
millennia, with the potential rebuilding
of ice mass in a cooler climate taking
even longer. Therefore, if we lose sub-

B Large marine mammals

stantial parts of the Greenland ice sheet
at 2.7°C of global warming, we might
consider that ice to be gone forever on
any reasonable human timescale.
Lastly, at 2.7°C of global warming,
surface permafrost area is expected to

C Local transportation

Meltwater onice

Nontraversible ice

reaching consequences. Already at the
current level of global warming, climate-
related hazards and impacts are wide-
spread and will become more frequent
and intense as global warming con-
tinues (56). With direct and attrib-
utable changes being amplified in the
Arctic, their knock-on effects will cre-
ate cascading risks across all sectors
of society, extending across local to in-
ternational borders.

At 2.7°C, some of the most severe cas-
cading concerns arising from the loss of
sea ice, permafrost thaw, and Greenland
mass loss, include risks to (i) marine
ecosystems and fisheries, (ii) large ma-
rine mammals and seabirds, (iii) local
transportation and shipping, and (iv)
infrastructure. Using a standardized
and transparent method established
and refined over the past three IPCC
assessment cycles, we present here a

—_—

decrease substantially. CMIP6 (Cou-
pled Model Intercomparison Project
Phase 6) models project a loss of around
8 million km? (or about 50% of pre-
industrial area) based on no perma-
frost remaining in the top 0 to 3 m

(Figs. 2C and 3; see materials and meth-
ods for details). In the remaining per-
mafrost regions, active-layer depths will
increase (52), which, even in the coldest
locations, will lead to surface subsidence
and abrupt thaw in areas that contain
excess ice (6, 53). Although increases in
Arctic temperatures are one of the pri-
mary drivers of permafrost thaw, changes
in the frequency of extreme rain events

D Infrastructure

series of adapted burning ember dia-
grams that visualize risk thresholds as
a function of global mean temperature
increase. We highlight Arctic systems
that are projected to pose particular-
ly high levels of risk at 2.7°C, defined
through both expert assessments and
current literature and in considera-
tion of the probability of severe and

Infrastructure fﬁrmafrost widespread impacts, the presence of
becomes unstable i critical irreversibility, and adaptation
causes limits (57) (Fig. 4).

and wildfire pose additional disturbances
that can accelerate permafrost degrada-
tion. As a result, changes in permafrost
are likely to be experienced as punc-
tuated disturbances tied to extreme events
occurring regionally, such as heat waves
and extreme precipitation, rather than
as gradual change.

The thawing of permafrost under 2.7°C
of global warming could contribute an
additional 117 Gt C (in CO, equivalent)
in the form of carbon dioxide and meth-
ane released to the atmosphere by 2100
(Fig. 3), with both gases playing an equally
important role in the climate feedback (26).
This amount of carbon is on the same order of
what may be released by a large industrialized
nation over the same time frame, contributing
an additional 10 to 15% carbon emissions to
those from human sources. On a global scale,
this release of carbon dioxide and methane will
reduce the remaining carbon budget for reach-
ing any given global warming target (54). For
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Fig. 4. Schematic of burning ember diagrams as a function of global
warming levels. Impacts of global warming on (A) marine ecosystem
functioning and fisheries, (B) large marine mammals, (C) local transpor-
tation, and (D) infrastructure. Colors indicate risk level as a function of
global warming: white, undetectable; yellow, moderate; red, high; purple,
very high. Black bar indicates 2.7°C. Confidence in assessment of risk
transitions by warming levels is indicated by the number of dots shown,
from three (high) to one (low). No dots indicate confidence could not be
assessed or a risk transition threshold was not met.

example, the remaining carbon budget for a global
warming level of 1.5°C was estimated by IPCC
ARG to be about 140 Gt C beyond 2020; top-
down emergent constraints suggest a remaining
budget since 2020 of 186 + 116 Gt C (55).

Cascading risks to ecosystems and society
at 2.7°C of global warming

As these findings show, at 2.7°C, the Arctic cli-
mate system transformation will be so extensive

Qiion

Marine ecosystems and fisheries

Loss of sea ice will severely impact
marine ecosystems and marine life
that have evolved and adapted to
the natural low-light and cold-ocean
conditions (Fig. 4A). Key ecosystem
components such as ice algae, phyto-
plankton, zooplankton, and cold wa-
ter corals have varied tolerance levels
to expected warming, acidification,
deoxygenation, and particulate or-
ganic carbon flux. The impacts of
these ecosystem components will have
implications for subsistence-based
and large-scale commercial fisheries
by 2.7°C, because fish stocks are ex-
pected to contract poleward and to-
ward geopolitical and national boundaries
(Fig. 4A). This will affect transboundary
stocks, increase conflict in fisheries manage-
ment, and alter distances to major distrib-
ution ports. Reductions in fish productivity,
yields, and biomass also pose risks to region-
al and global food and nutritional security,
especially among local Indigenous peoples
already experiencing food and nutritional
scarcity (58).
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Large marine mammals and seabirds

A new analysis based on CMIP6 models pro-
jects that the southern Hudson Bay polar bear
population will be the first population of bears
likely to disappear between 1.5° and 2°C of global
warming (59). By 2.7°C, the western Hudson
Bay population will likely also face extinction
(59), while polar bears in other Arctic regions
will start to experience fasting periods similar
to those currently seen in Hudson Bay (Fig. 4B).
Other Arctic marine mammals, such as Beluga
whales and ice-dependent seals, will face mod-
erate risk at 2.7°C warming, with potential ir-
reversible impacts related to shifts in their range
and prey, as well as increased pup mortality
rates (60). New studies show that Arctic sea-
birds are particularly vulnerable at 2.7°C (61, 62)
because of their low temperature-mediated
plasticity in reproductive timing and vulner-
ability to mismatches in prey abundance.

Local transportation and maritime shipping

New studies show that local travel by road,
over sea ice, and along land trails will create
increased safety risks well before 2.7°C (63)
(Fig. 4C). Risk of injury or mortality is already
increasing on ice roads and along sea-ice trails
as a result of river and sea-ice variability and
diminishing reliability of Indigenous knowl-
edge. Search and rescue needs and costs will
increase, and changes in landfast sea ice will
limit safe subsistence hunting among Indige-
nous peoples and increase food insecurity (58).
Simultaneously, prolonged ice-free conditions
will facilitate longer open water season lengths
and expanded routing options for domestic re-
supply, fisheries, tourism, and international trade
(64-66). However, increasingly mobile sea ice
and extreme weather events will increase navi-
gational risks. The northern sea route along the
coast of Russia will be ice free earlier and for
longer than other routes [including the NWP
and transpolar route (TPR) via the central Arctic
Ocean], yet pressure will increase on the NWP
and TPR, considering ongoing geopolitical ten-
sions with Russia. Increased shipping activ-
ity will further increase underwater noise
(67), ship strikes (68), and pollution (69) that
exacerbate habitat disruption, breeding chal-
lenges, and feeding stress for marine species.
Moreover, these impacts can extend through the
food web, affecting the displacement, ecosystem
stability, and population viability that further
jeopardizes the food security of Indigenous
communities (70, 71).

Infrastructure

Thawing surface permafrost as a climate hazard
has a direct influence on ecosystems and people
(6) (Fig. 4D). When the top layer thaws, the melt-
ing ground ice results in ground subsidence
as earth materials collapse into the volume
previously occupied by ice. Ground-ice loss can
also lead to abrupt thawing, triggering rapid
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geomorphic changes in permafrost terrain be-
yond what would be expected from gradual
temperature changes alone (26). In the Arctic,
a large fraction of the industrial and economic
development in the region is built upon per-
mafrost, including its use for the storage of in-
dustrial waste. A recent estimate suggests that
most of these contaminated sites will be im-
pacted by permafrost degradation by the end
of the century (72), releasing contaminants into
the food web. Although changes to permafrost
unfold over years and decades, they are char-
acterized by regional-scale responses of the
landscapes that often appear catastrophic to
residents and the global society. As such, per-
mafrost thaw poses a direct threat to Arctic
ecosystems and human health (72), as well as
causing extensive damage to infrastructure
and triggering coastal erosion, threatening the
sustainable development of Arctic commun-
ities (73).

Lastly, sea level rise increases the risks of coas-
tal erosion and flooding;, loss of ecosystems, and
saltwater intrusion into freshwater resources
(74). SLR combined with sea-ice loss leads to
large expanses of open water (fetch) that facil-
itate larger waves, leading to greater risks of
coastal erosion and cascading implications for
built infrastructure and coastal communities
within the Arctic region (75). Given the large
range of uncertainty in sea level rise projections,
coastal communities are being forced to develop
resilience plans for an uncertain future.

Compounding effects

Many of the direct and cascading impacts (ob-
served) and risks (projected) arising from global
warming can be compounded and accentuated
by additional factors, including geopolitics, in-
ternational tensions (war), fluctuating com-
modity prices, global trade policies, global
demand and/or supply of precious minerals
and other natural resources, supply chain di-
sruptions, and pandemics, among many other
socioeconomic or political influences (57, 76).
These compounding factors can sometimes
occur rapidly, and at other times they can
slowly influence climate-related risk levels and
our ability to mitigate and adapt to climate-
related changes; therefore they warrant care-
ful consideration in any assessment. Recent
Arctic examples include the diminishment of
the ecosystem monitoring network that re-
sulted from the loss of scientific collaboration
in response to the Russian invasion of Ukraine
(77); the full carbon flux monitoring network,
including sites within the Russian Federation,
contains 50% more information than a net-
work without those sites. This loss can be
partially compensated by building new infra-
structure in places such as North America, but
doing so comes at a cost and cannot recover all
the data and knowledge that is missing in the
face of diminished science cooperation (78).

Further, in response to Russia’s invasion of
Ukraine, NATO is increasing its military read-
iness in the Arctic, which could lead to further
militarization of the region and thus increased
human presence that impacts how the nat-
ural environment is managed. The conflict has
also led to higher energy prices and increased
pressure on the exploitation of Arctic natural
resources: For example, in 2023 the Biden
administration approved a large oil-drilling
project in the National Petroleum Reserve-
Alaska; although new offshore-drilling leases
are “temporarily” suspended, this moratorium
could be reversed at any time.

An uncertain future

Anthropogenic activities, particularly fossil-fuel
combustion, have increased the concentration
of greenhouse gases in our planet’s atmosphere
to levels that are the highest in the history of
humankind. This increase underscores hu-
manity’s dominating influence on the climate
system, affecting all climate components from
the depths of the ocean to the top of the at-
mosphere, and from the tropics to the polar
regions.

To illustrate the scale of these impacts in
the Arctic, we focused this review on projected
conditions at two specific warming levels:
+1.5°C and +2.7°C. However, we note that a
future warming of +2.7°C should not be con-
sidered as a worst-case scenario. Rather, it
represents the warming level that our planet
would reach if all nations fulfill their promises
of reducing greenhouse gas emissions as given
in the NDCs. Should these promises not be
kept, global warming could well exceed +2.7°C.
By contrast, with increased efforts, a maximum
warming level well below +2.7°C is still in reach.

To prevent further degradation and meet the
needs of present and future generations will
require bold, collaborative, and immediate action
worldwide. This involves substantial invest-
ments in sustainable consumption and pro-
duction, natural resource management, poverty
eradication, green energy transitions, and the
promotion of environmental and social sus-
tainability. Reducing human carbon emissions
through climate mitigation will help dampen
changes in the Arctic and lessen global im-
pacts. Additionally, there is an urgent need to
invest in local and regional adaptation strat-
egies to address the inevitable impacts and
cascading risks of sea-ice loss, permafrost
degradation, and rising sea levels, and these
efforts must include the voices of the Indi-
genous people that call the Arctic home (79).
Indigenous people in the Arctic have long un-
derstood the interconnectedness between their
cultures, livelihoods, and the environment. As
the Arctic transforms, they are increasingly
advocating for policy changes that not only ad-
dress the immediate environmental threats
they face but also ensure that their rights,
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sovereignty, and traditional knowledge are re-
spected as part of all climate solutions (79, 80).

Given the Arctic’s relative underdevelopment

compared with other regions in the Northern
Hemisphere, there is an opportunity to imple-
ment best practices and lessons learned, in-
cluding the need for Indigenous codevelopment
to foster a self-determined, sustainable, and in-
novative green economy (81, 82). Transitioning
energy use and production, enhancing maritime
infrastructure, and aligning closely with the

United Nations’ Sustainable Development Goals

are vital steps.

Although humanity has adapted to a wide

range of climate conditions, continued warming
and associated extreme heat, extreme weather
events, and sea level rise could render parts of
the world uninhabitable. In the Arctic, the global
warming level decides the fate of entire land-
scapes: As remote and hostile as they might
appear to any visitor, these distinctive landscapes
are among the most vulnerable of our planet
and are home to Indigenous peoples who hold
knowledge and wisdom that cannot be forgot-
ten or ignored. The future of the Arctic truly
lies in our hands.

REFERENCES AND NOTES

L

0~

10.
1

12.
13.
14.
15.
16.
17.
18.

19.

20.

21

22.

Copernicus Climate Change Service, “The year 2024 set to end

up as the warmest on record,” (2024); https://climate.

copernicus.eu/year-2024-set-end-warmest-record.

J. Rogelj et al., Science 380, 1014-1016 (2023).

IPCC, in Climate Change 2021: The Physical Science Basis,

V. Masson-Delmotte et al., Eds. (Cambridge Univ. Press, 2021),

pp. 3-32.

M. Rantanen et al., Commun. Earth Environ. 3, 168 (2022).

E. Hanna et al., Nat. Rev. Earth Environ. 5, 193-210 (2024).

M. Meredith et al., in IPCC Special Report on the Ocean and

Cryosphere in a Changing Climate, H.-O. Pértner et al., Eds.

(Cambridge Univ. Press, 2019), pp. 203-320.

M. B. Osman et al., Nature 599, 239-244 (2021).

R. Bintanja, E. C. van der Linden, Sci. Rep. 3, 1556 (2013).

C. Giesse, D. Notz, J. Baehr, Earth’s Futur. 12, e2024EFO04961

(2024).

J. Stroeve, D. Notz, Environ. Res. Lett. 13, 103001 (2018).

A. Jahn, M. Holland, J. Kay, Nat. Rev. Earth Environ. 5, 164-176

(2024).

D. Notz, SIMIP Community, Geophys. Res. Lett. 47,

€2019GL086749 (2020).

N. C. Swart, J. Fyfe, E. Hawkins, J. Kay, A. Jahn, Nat. Clim.

Chang. 5, 86-89 (2015).

C. Heuzé, A. Jahn, Nat. Commun. 15, 10101 (2024).

I. V. Polyakov et al., Science 381, 972-979 (2023).

D. Notz, J. Stroeve, Science 354, 747-750 (2016).

B. Fox-Kemper et al., in Climate Change 2021: The Physical

Science Basis, V. Masson-Delmotte et al., Eds. (Cambridge

Univ. Press, 2021), pp.1211-1362.

J. Mouginot et al., Proc. Natl. Acad. Sci. U.S.A. 116, 9239-9244

(2019).

R. Rietbroek, S.-E. Brunnabend, J. Kusche, J. Schréter, C. Dahle,

Proc. Natl. Acad. Sci. U.S.A. 113, 1504-1509 (2016).

S. B. Simonsen, V. R. Barletta, W. T. Colgan, L. S. Sgrensen,

Geophys. Res. Lett. 48, e2020GL091216 (2021).

J. Box et al., Nat. Clim. Chang. 12, 808-813 (2022).

C. A. Greene, A. S. Gardner, M. Wood, J. K. Cuzzone, Nature

625, 523-528 (2024).

. J. Obu, J. Geophys. Res. Earth Surf. 126, e2021JF006123
(2021).

SCIENCE science.org

23.

25.
26.

27.

28.
29.

30.

36.
37.

38.
39.
40.
41

42.
43

46.

48.

49.

5

o

51

53.

54.

55.
56.

66.

67.
68.

69.

70.

Y. Choi, M. Morlighem, E. Rignot, M. Wood, Commun. Earth
Environ. 2, 26 (2021).

U. Mishra et al., Sci. Adv. 7, eaaz5236 (2021).

E. A. Schuur et al., Annu. Rev. Environ. Resour. 47, 343-371
(2022).

M. L. Druckenmiller et al., Bull. Am. Meteorol. Soc. 105,
S277-S330 (2024).

K. Nyland et al., Polar Geogr. 44, 167-185 (2021).

J. M. Young et al., Geophys. Res. Lett. 49, e2022GL100559
(2022).

L. Farguharson, V. E. Romanovsky, A. Kholodov, D. Nicolsky,
Nat. Geosci. 15, 475-481 (2022).

. E. A Schuur et al., J. Geophys. Res. Biogeosci. 126,

€2020JG006044 (2021).

. E. S. Euskirchen et al., Glob. Change Biol. 30, e17139 (2024).
. E. A. G. Schuur et al., Philos. Trans. R. Soc. Lond. Ser. A 381,

20220201 (2023).
C. R. See et al., Nat. Clim. Chang. 14, 853-862 (2024).

. R. Commane et al., Proc. Natl. Acad. Sci. U.S.A. 114,

5361-5366 (2017).

A.-M. Virkkala et al., Nat. Clim. Chang. 2025 (2025).

A. D. McGuire et al., Proc. Natl. Acad. Sci. U.S.A. 115,
3882-3887 (2018).

L. Bruhwiler, F. Parmentier, P. Crill, M. Leonard, P. Palmer,
Curr. Clim. Change Rep. 7, 14-34 (2021).

D. Notz, J. Stroeve, Curr. Clim. Change Rep. 4, 407-416 (2018).
F. Vermassen et al., Nat. Geosci. 16, 723-729 (2023).

M. Zeitz, R. Reese, J. Beckmann, U. Krebs-Kanzow,

R. Winkelmann, Cryosphere 15, 5739-5764 (2021).

H. Goelzer et al., Cryosphere 14, 3071-3096 (2020).

. R. Millan et al., Nat. Commun. 14, 6914 (2023).

J. Y. Park et al., Nat. Commun. 14, 636 (2023).

. B. Noél, L. van Kampenhout, J. Lenaerts, W. van de Berg,

M. van den Broeke, Geophys. Res. Lett. 48, e2020GL090471
(2021).
N. Bochow et al., Nature 622, 528-536 (2023).

. F. Pattyn et al., Nat. Clim. Chang. 8, 1053-1061 (2018).

D. Honing, M. Willeit, A. Ganopolski, Environ. Res. Lett. 19,
024038 (2024).

J. Gregory, S. George, R. Smith, Cryosphere 14, 4299-4322
(2020).

A. A. Cluett, E. K. Thomas, Proc. Natl. Acad. Sci. U.S.A. 118,
€2022916118 (2021).

A. J. Christ et al., Science 381, 330-335 (2023).

. X. Peng et al., Earths Futur. 11, e2023EF003573 (2023).

L. M. Farquharson et al., Geophys. Res. Lett. 46, 6681-6689
(2019).

S. M. Natali et al., Proc. Natl. Acad. Sci. U.S.A. 118,
€2100163118 (2021).

P. M. Cox et al., Nat. Commun. 15, 1885 (2024).

S. I. Seneviratne et al., in Climate Change 2021: The Physical
Science Basis, V. Masson-Delmotte et al., Eds. (Cambridge
Univ. Press, 2021), pp. 1513-1766.

. A. Constable et al., in Climate Change 2022: Impacts, Adaptation

and Vulnerability, H.-O. Portner et al., Eds. (Cambridge Univ.
Press, 2022), pp. 2319-2368.

G. A. Gibson et al., Earth Sci. Syst. Soc. 4, 10082 (2024).
J. Stroeve et al., Commun. Earth Environ. 5, 296 (2024).

. L. Boveng, H. Ziel, B. McClintock, M. Cameron, Deep Sea Res.

Part Il Top. Stud. Oceanogr. 181-182, 104904 (2020).

. C. Sauser et al., Front. Ecol. Evol. 11, 1107992 (2023).
. J. M. Morten et al., Glob. Change Biol. 29, 5596-5614 (2023).
. H. E. Greaves et al., Environ. Res. Lett. 18, 025006 (2023).

L. Mudryk et al., Nat. Clim. Chang. 11, 673-679 (2021).

. M. M. Bennett, S. R. Stephenson, K. Yang, M. T. Bravo,

B. De Jonghe, Mar. Policy 121, 104178 (2020).

H. P. Huntington et al., Transp. Res. Part D Transp. Environ.
118, 103731 (2023).

M. Ladegaard et al., Sci. Rep. 11, 23360 (2021).

D. D. W. Hauser, K. L. Laidre, H. L. Stern, Proc. Natl. Acad.
Sci. U.S.A. 115, 7617-7622 (2018).

C. Pertoldi, C. Sonne, R. Dietz, N. M. Schmidt, V. Loeschcke,
J. Zool. 279, 321-328 (2009).

E. K. Galappaththi, J. D. Ford, E. M. Bennett, F. Berkes,

J. Environ. Manage. 250, 109534 (2019).

. K. K. Holsman et al., Nat. Commun. 11, 4579 (2020).

72.

73
74

75.
76.
. E. Lépez-Blanco et al., Nat. Clim. Chang. 14, 152-155 (2024).
78.

7

80.

8l

=

82.

83.

©

M. Langer et al., Nat. Commun. 14, 1721 (2023).

. J. Hjort et al., Nat. Rev. Earth Environ. 3, 24-38 (2022).
. S. Cooley et al., in Climate Change 2022: Impacts, Adaptation

and Vulnerability, H.-O. Portner et al., Eds. (Cambridge Univ.
Press, 2022), pp. 379-550.

D. Nielsen et al., Nat. Clim. Chang. 12, 263-270 (2022).

H. P. Huntington et al., Ambio 51, 298-306 (2022).

E. Schuur, M. Pallandt, M. Gockede, Nat. Clim. Chang. 14,
410-411 (2024).

Inuit Circumpolar Council, On thin ice: Inuit Climate Leadership
for the World-UNFCCC COP 28 Position Paper (2023); https://
www.inuitcircumpolar.com/news/on-thin-ice-inuit-climate-
leadership-for-the-world-unfccc-cop-28-position-paper/.

S. Watt-Cloutier, The Right to Be Cold (Univ. of Minnesota
Press, 2018).

R. Hill, F. J. Walsh, J. Davies, A. Sparrow, M. Mooney, Glob.
Environ. Change 65, 102161 (2020).

M. Jorgensen, Rebuilding Native Nations: Strategies for
Governance and Development (Univ. of Arizona Press, 2007).
N. J. Steinert, M. V. Debolskiy, E. Burke, F. Garcia-Pereira,

H. Lee, Dataset: Evaluating permafrost definitions for global
permafrost area estimates in CMIPE climate models (2023);
https://zenodo.org/doi/10.5281/zenodo.10103000.

ACKNOWLEDGMENTS

We thank the World Climate Research Programme Climate and
Cryosphere (CIiC) Project for coordinating this special issue. We
thank V. Leyshk for providing artwork for Figs. 3 and 4. We thank
the World Climate Research Programme, which, through its
Working Group on Coupled Modelling, coordinated and promoted
CMIP6. We thank the climate modeling groups for producing

and making available their model output, the Earth System Grid
Federation (ESGF) for archiving the data and providing access, and
the multiple funding agencies who support CMIP6 and ESGF.
Funding: J.C.S. was funded under the Canada 150 Research Chairs
Program, C150 grant 50296. Additional funding was provided by
Horizon 2020 CRiceS grant 101003826. D.N. acknowledges
funding from the Deutsche Forschungsgemeinschaft under
Germany's Excellence Strategy (EXC 2037; CLICCS - Climate,
Climatic Change, and Society; project no. 390683824). J.D. was
funded under the Canada Research Chairs Program. C.G.
acknowledges funding from the German Environment Agency
(UBA) with funds provided by the Federal Ministry for the
Environment, Nature Conservation, Nuclear Safety and Consumer
Protection (BMUV; grant 3722 18 302 1). D.D-J. was funded
under the Canada Excellence Research Program grant CERC-2018-
00002 and the ERC Synergy Program Green2lce. E.A.G.S. was
funded by NSF Arctic System Science Research Networking
Activities grant 1931333 and by the Minderoo Foundation. The data
analysis for this study was performed with computing resources
from the German Climate Computing Center (Deutsches
Klimarechenzentrum, DKRZ). Author contributions: Project
administration and supervision: J.C.S.. Writing (original draft and
reviewing) and conceptualization: J.C.S., D.N., J.D., T.S., and D.D.-J.
Visualization: C.G. and T.S. Competing interests: The authors
declare that they have no competing interests. Data and
materials availability: All data used for this study are publicly
available. The CMIP6 data can be accessed from the ESGF

at https://esgf-metagrid.cloud.dkrz.de/search/cmip6-dkrz/. The
precalculated permafrost area of CMIP6 models was retrieved from
Zenodo (83). The code to generate Figs. 1 and 2 is available

at https://gitlab.rrz.uni-hamburg.de/bax2799/arctic-gwl-analyses.
License information: Copyright © 2025 the authors, some rights
reserved; exclusive licensee American Association for the
Advancement of Science. No claim to original US government
works. https://www.science.org/about/science-licenses-journal-
article-reuse

SUPPLEMENTARY MATERIALS
science.org/doi/10.1126/science.ads1549
Materials and Methods

References (84-88)

Submitted 26 August 2024; accepted 6 January 2025
10.1126/science.ads1549

7 FEBRUARY 2025 « VOL 387 ISSUE 6734 621



PLANT SCIENCE
Hydropatterning of

maize roots

In a heterogeneous soil land-
scape, plant root systems must
locate water. Scharwies et al.
found that some maize varieties
produce lateral roots at locations
where water is limited, whereas
others more efficiently direct
growth toward water. Uncovering
the genetic basis for this trait
variance, the authors found that
auxin, ethylene, and an arabino-
galactan protein work together to
encourage lateral root develop-
ment where water is present
while suppressing lateral roots
from forming on drier parts of the
root. Variation in genes underly-
ing these components leads to
variation in root hydropatterning,

622
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potentially affecting the success

of some maize varieties in drier

environments. —Madeleine Seale
Science p.666,10.1126/science.ads5999

EVOLUTION
Untangling the giant
Yinaplant

The Y chromosome is notori-
ous for its degeneration in

XY species; however, giant Y
chromosomes have been noted
in several species. Moraga et
al. and Akagi et al. sequenced
the genomes of the plant Silene
latifolia and several relatives to
gain insight into the evolution of
dioecy in this species and the
features of their approximately
500-megabase Y chromo-
some. Both groups found that

7 FEBRUARY 2025 « VOL 387 ISSUE 6734

there has been degeneration
of ancestral genes and large
expansions of transposable
elements on both the X and
Y chromosomes. They also
identified several candidate
sex-determining genes. These
studies reveal the evolution-
ary dynamics of the first
flowering plant in which sex
chromosomes were observed.
—Corinne Simonti

Science p.630,10.1126/ science.ad;j7430,

p.637,10.1126/ science.adk9074

SPECTROSCOPY
Squeezing more
out of spectroscopy

Optical-frequency combs and
dual-comb spectroscopy have
already been shown to enable

TOPOLOGICAL OPTICS

Viewing topology in
higher dimensions

he symmetry and topology of

physical systems are closely
related to the symmetries
governing the topological
properties. Quasicrystals
are ordered systems but have no
translation or rotational sym-
metries. Theoretical work has
shown that quasicrystals can be
understood as the projection of a
higher-dimensional crystal onto a
lower-dimensional space. Tsesses
et al. developed a plasmonic-
based system in which to study

the implications of that projection

for topological invariants. When

going into four-dimensional space

and projecting it down into two
dimensions, the complex dynam-

ics of light waves on the plasmonic

quasicrystal exhibited motions of

four-dimensional topological charge

vectors and associated topo-
logical charge conservation laws.
This approach allows the study
of topological systems in higher
dimensions. — lan S. Osborne
Science p. 644,10.1126/science.adt2495

Artistic depiction of a four-dimensional

regular lattice that forms a quasicrystalline

pattern with fivefold symmetry when
projected in two dimensions.

high-resolution spectroscopy.
Herman et al. have now taken

quantum regime, demonstrat-

squeezed light in optical-fre-

comb spectroscopy using
squeezed light enhances the
sensitivity of molecular detec-
tion, in this case for hydrogen

reduction leading to a twofold
mination of gas concentration.
This approach will motivate

further development using
squeezed states for frequency

cations. —lan S. Osborne

science.org SCIENCE

dual-comb spectroscopy to the

ing the metrological advantage
of using quantum mechanically

quency combs. Dual-frequency

sulfide, with the quantum noise

quantum speedup in the deter-

comb metrology, high-resolution
spectroscopy, and sensing appli-

Science p.653,10.1126/science.ads6292
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NEUROSCIENCE
Flexibility by
suppressing instinct

It has been proposed that one
of the many functions of the
sensory cortex is to modify the
vigor of instinctive responses by
modulation of subcortical cir-
cuits. Mederos et al. uncovered
a subcortical synaptic plastic-
ity mechanism for learning to
suppress instinctive defensive
behavior. The critical pathway
was the projection from higher-
order visual areas posterolateral
of the primary visual cortex
(area V1) to the ventral lateral
geniculate nucleus (VLGN),
which modulated instinc-
tive fear responses based on
experience. After learning, this
pathway was no longer needed.
This learning-induced plasticity
involved endocannabinoid-
mediated long-term suppression
of inhibitory synapses onto vLGN
neurons activated by postero-
lateral higher-order visual areas,
which decreased presynaptic
release probability. —Peter Stern
Science p.682,10.1126/science.adr2247

METABOLISM
Role of blood vessels
in diabetes

Insulin resistance, often induced
by obesity, is the underlying
abnormality for type 2 dia-
betes. Most studies looking

at mechanisms for obesity

and insulin resistance have
examined cells known to play
key roles in metabolism, such
as those in the liver, skeletal
muscle, and adipose tissue. Cho
et al. shifted their focus to the
vasculature, more specifically,
endothelial insulin signaling.
The authors discovered that
adrenomedullin, a peptide
hormone that increases in
concentration in the setting of
obesity, inhibits insulin signal-
ing in the endothelium of both
humans and mice. In addition

to examining the underly-

ing mechanism, the authors
showed in mouse models that
an adrenomedullin receptor
antagonist has beneficial effects
on insulin sensitivity, suggesting

SCIENCE science.org

a potential direction for future
therapeutic approaches.
—Yevgeniya Nusinovich

Science p.674,10.1126/science.adr4731

GPCR SIGNALING

Mutual GPCR-G protein
regulation

Ghrelin is a peptide hormone
that acts on its G protein-
coupled receptor (GPCR) to
stimulate appetite. Signal
transduction by GPCRs requires
the activation of intracellular
heterotrimeric G proteins in
a process involving transient
conformational changes in
both the receptor and the Ga
subunit. Mannes et al. devel-
oped synthetic peptides that
mimicked the stabilizing effect
of Gag on the active conforma-
tion of the ghrelin receptor.
Biochemical assays using these
peptidomimetics demonstrated
that G protein coupling allosteri-
cally increased the receptor’s
affinity for ghrelin, and that G
protein activation occurred
through a series of distinct
interactions with the receptor.
—Annalisa M. VanHook
Sci. Signal. (2025)
10.1126/scisignal.ado7692

IMMUNOTHERAPY
Fine-tuning
of trogocytosis
T cells can exchange certain
membrane-bound proteins in
a carefully controlled process
called trogocytosis, but the
mechanisms that fine-tune
T cell trogocytosis remain to
be determined. Using human
and murine chimeric antigen
receptor (CAR) T cells, Barbera
et al. found that T cells actively
transferred CARs through trogo-
cytosis, which allowed recipient
T cells to acquire antitumor
immunity. Trogocytosis was
mediated by the transmembrane
domains of membrane-bound
proteins, which influenced the
way that proteins were anchored
to the plasma membrane.
—Hannah M. Isles
Sci. Immunol. (2025);
10.1126/sciimmunol.ado2054

Edited by Corinne Simonti
and Jesse Smith

IN OTHER JOURNALS

REGENERATION

Not so different after all

everal species of spiny mice (Acomys dimidiatus, A.
kempi, and A. percivali) have long been of interest
because of their tissue regeneration capabilities. These
mice also show traits not seen in other mice, such as
having pups born with fur and open eyes. In this study,
Riddell et al. examined the regenerative abilities of several
species of mice and two outgroups. They found that one
mouse species demonstrated similar regenerative capabili-
ties to the Acomys species, the closely related Lophuromys
zena. This species does not share Acomys species’ other
nontraditional traits, but these results hint that enhanced
regeneration may be found across the broader clade, sug-
gesting potential targets for future study. —Corinne Simonti

Proc. Natl. Acad. Sci. U.S.A. (2024)10.1073/pnas.2420726122

S

l'; Thé regener;tive properties shown
¥ by the eastern spiny mouse (Acomys
dimidiatus) may be more broadly

shared across the clade.

. B

INFERTILITY
Taking up the cause(s)
of infertility

Infertility is a common multi-
factorial disorder that affects a
sizeable percentage of couples
worldwide, and up to one-third of

affected patients have no known
explanation for their diagnosis.
Previous genetic studies of
female infertility have identified
some common mutations that
may be involved. Ruotsalainen
et al. analyzed tens of thousands
of female patients with infertility
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BIOMATERIALS

Creating a home for cells to grow in

ynthetic scaffolds that more closely resemble the
extracellular matrix geometry would allow for better
study of cell growth, migration, and tissue develop-
ment. Although hydrogels have found widespread use,
their pore sizes are either quite small, thus limiting cell
morphology, proliferation, and movement, or they need to
be engineered with degradable bonds to allow the porosity
to grow with time. Dudaryeva et al. demonstrate a simple
method to form microporous PEG hydrogels with pore sizes
ranging from 1 to 200 micrometers. Key to the process is a
kinetically controlled phase separation that permits pore size
to be tuned by light exposure. The authors showed that direct
encapsulation of human dermal fibroblasts allows enhanced
migration and communication relative to other nanoporous
systems. —Marc S. Lavine Adv. Mat. (2025) 10.1002/adma.202410452

Patterned irradiation of a macroporous gel (shown) leads to the formation
of disparate pore sizes determined by the irradiation conditions.

and controls from the FinnGen
database, which provides a large
and well-curated dataset in a
relatively homogeneous popula-
tion. This enabled the authors
to identify rarer but clinically
relevant genes that had not
been previously linked to female
infertility in human patients.
—Yevgeniya Nusinovich
Am. J. Hum. Genet. (2024)
10.1016/j.ajhg.2024.10.018

NEUROSCIENCE
Aging of the brain

and heart

Aging significantly affects both
brain and heart health and is
associated with an increased
risk of various neurodegen-
erative and cardiovascular
conditions. The brain and heart
are linked through extensive
biophysiological pathways.
Amirmoezzi et al. studied a
cohort of middle-aged and
older individuals to estimate
the biological age of the brain
and heart using both whole-
brain and network-specific
approaches. Brain age was
estimated using magnetic reso-
nance imaging (MRI)—derived
morphology and connectivity
features, and heart age was
estimated from cardiac MRI,

624

carotid ultrasound, and pulse-
wave analysis. Cardiovascular
aging, specifically the decline in
functional capacity and physio-
logical changes, was associated
with the aging of distinct brain
networks and subcortical
regions. —Peter Stern
J. Neurosci. (2024)
10.1523/JNEUROSCI.1440-24.2024

PARENTING
Parents favor
agreeable kids

Although most parents are
unwilling to admit that they
have a “favorite child,” their
children often sense that one
sibling is favored. Perceived
parental favoritism has been
linked to developmental conse-
quences, including children’s
mental health, self-worth,
academic achievement, child-
parent relationship quality, and
emotional stability. Jensen and
Jorgensen-Wells conducted

a meta-analysis of 30 pub-
lished journal articles involving
nearly 20,000 participants to
identify predictors of favorit-
ism. They found that parents
slightly favored daughters and
easier-to-parent children (i.e.,
those who were agreeable and
responsible). Younger siblings

7 FEBRUARY 2025 « VOL 387 ISSUE 6734

were slightly favored, and
older siblings were given more
autonomy. Because intentional
or unintentional favoritism can
affect children’s well-being
and lifelong relationships, early
intervention may mitigate
damaging family dynamics.
—Ekeoma Uzogara
Psychol. Bull. (2025)
10.1037/bul0000458

2D MATERIALS
Making a single-
crystal layer large

Scaling up the production of
two-dimensional (2D) transi-
tion metal dichalcogenides

for industrial applications is
hindered by high defect density
and low uniformity. Traditional
crystal growth techniques such
as the Czochralski method

are often not suitable for 2D
materials because of their high
melting points and difficulty

in controlling the thickness

of the deposited layers.

Jiang et al. report growth of

a centimeter-scale single-
crystal molybdenum disulfide
(MoS;) using a liquid-to-solid
crystallization mechanism that
is similar to the Czochralski
method. The authors used a
low-melting-point precursor

and chemical processes to
increase the nucleation barrier
while reducing the diffusion
barrier. The MoS; layers thus
produced were transferred to
silicon wafers for fabrication of
field effect transistors with high
yields and minimal performance
variation. —Sumin Jin
Nat. Mater. (2025)
10.1038/541563-024-02069-7

INORGANIC CHEMISTRY
Boron in its element

Most boron compounds engage
all three of their available
valence electrons in bonding.
Kennedy et al. now report the
synthesis, isolation, and crystal
structure of a compound in
which a single boron center
remains in its elemental zeroth
oxidation state while exclu-
sively accepting dative bonds
from two cyclic alkyl(amino)
carbenes. The orange-brown
compound was paramagnetic
and oxygen sensitive but
otherwise stable up to 170°C. It
accepted an electron to form a
red-pink lithium boride that was
also structurally characterized,
and it could contrariwise be
oxidized to a purple cyanobor-
ylene. —Jake S. Yeston

J.Am. Chem. Soc. (2025)

10.1021/jacs.4c14915

science.org SCIENCE
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Kidney multiome-based genetic scorecard reveals
convergent coding and regulatory variants

Hongbo Liu*, Amin Abedini, Eunji Ha, Ziyuan Ma, Xin Sheng, Bernhard Dumoulin, Chengxiang Qiu,
Tamas Aranyi, Shen Li, Nicole Dittrich, Hua-Chang Chen, Ran Tao, Der-Cherng Tarng, Feng-Jen Hsieh,
Shih-Ann Chen, Shun-Fa Yang, Mei-Yueh Lee, Pui-Yan Kwok, Jer-Yuarn Wu, Chien-Hsiun Chen,

Atlas Khan, Nita A. Limdi, Wei-Qi Wei, Theresa L. Walunas, Elizabeth W. Karlson, Eimear E. Kenny,
Yuan Luo, Leah Kottyan, John J. Connolly, Gail P. Jarvik, Chunhua Weng, Ning Shang, Joanne B. Cole,
Josep M. Mercader, Ravi Mandla, Timothy D. Majarian, Jose C. Florez, Mary E. Haas, Luca A. Lotta,
Regeneron Genetics Center, GHS-RGC DiscovEHR Collaboration, Theodore G. Drivas,

Penn Medicine BioBank, Ha My T. Vy, Girish N. Nadkarni, Laura K. Wiley, Melissa P. Wilson,
Christopher R. Gignoux, Humaira Rasheed, Laurent F. Thomas, Bjern Olav Asvold, Ben M. Brumpton,
Stein 1. Hallan, Kristian Hveem, Jie Zheng, Jacklyn N. Hellwege, Matthew Zawistowski, Sebastian Zélner,
Nora Franceschini, Hailong Hu, Jianfu Zhou, Krzysztof Kiryluk, Marylyn D. Ritchie,

Matthew Palmer, Todd L. Edwards, Benjamin F. Voight, Adriana M. Hung, Katalin Susztak*

INTRODUCTION: More than 800 million people
worldwide suffer from kidney disease, with
nearly 1 million dying annually from renal failure.
Kidney function is highly heritable, predom-
inantly influenced by common genetic variants.
Genome-wide association studies (GWASs) map
associations between these variants and dis-
ease, yet more than 90% of GWAS-identified
variants reside in noncoding genome regions. This
presents notable challenges in pinpointing their
target genes and regulatory functions, a dilem-
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function” problem.

RATIONALE: In the past decade, various tools
have been developed to connect genetic var-
iants to disease development. These include
mapping the association of variants with quan-
titative traits, such as gene expression (eQTL;
QTL, quantitative trait loci), chromatin acces-
sibility (acQTL), and DNA methylation (meQTL).
Allele-specific analysis offers valuable insights
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Kidney Disease Genetic Scorecard uncovers the genetic architecture of kidney function and putative target
genes. We conducted a multiancestry GWAS in 2.2 million individuals and identified 1026 (97 previously unknown)
independent loci. Integrating 32 types of genetic information, we present the Kidney Disease Genetic Scorecard
for prioritizing potentially causal genes, cell types, and druggable targets for kidney disease. ASA, allele-specific
accessibility; ASE, allele-specific expression; bASA, bulk assay for transposase-accessible chromatin (ATAC)-based
allele-specific accessibility; snASA, single-nuclear ATAC-based allele-specific chromatin accessibility; coloc, colocalization;
CDS, coding sequence; EXWAS, exome-wide association study; PheWAS, phenome-wide association study.

SCIENCE science.org

for fine-mapping these elusive causal regu-
latory variants. Single-cell multimodal meth-
odologies have further enabled analysis at the
single-cell level. This study aimed to define
the genetic architecture of glomerular filtra-
tion rate (GFR) and use complementary omics
datasets and tools to nominate regulatory var-
iants, genes, and cell types involved in kidney
function regulation.

RESULTS: We conducted a multiancestry GWAS
for kidney function, measured by the estimated
GFR based on serum creatinine (eGFRcrea), in-
volving 2.2 million individuals. Our analysis iden-
tified 1026 (97 previously unknown) independent
loci. By mapping Kidney function-associated com-
mon DNA variants across European-, East Asian-,
and African-ancestry populations, we observed an
attenuation of newly identified signals in Euro-
pean populations and highlighted the value of
population diversity for further discoveries.

Additionally, we analyzed genotype effects
on allele-specific gene expression and regu-
latory circuitries in more than 700 kidneys and
237,000 cells. We developed a statistical ap-
proach named Open4Gene, which identified
1351 target genes of genetic variants located
within open chromatin regions.

Furthermore, we introduced the “Kidney
Disease Genetic Scorecard” concept, which
integrates 32 types of data to support genetic
information and nominate causal genetic var-
iants and genes for kidney disease. The Kidney
Disease Genetic Scorecard prioritized 24,437
regulatory variants targeting 1060 genes. We
also observed convergence of coding and reg-
ulatory variations in specific genes, identifying
1363 coding variants disrupting 782 genes, with
601 genes also targeted by regulatory variants.
Notably, 124 genes were identified as amena-
ble to targeting by FDA-approved drugs, pres-
enting opportunities for drug repurposing and
therapeutic development.

CONCLUSION: We provide a genetic blueprint
for kidney function, enabling genetics-based
prognostication and drug discovery. This study
presents a large-scale analysis of the genetic ar-
chitecture of human Kidney function, utilizing var-
ious omics datasets to offer biological insights.
Emphasizing the convergence of coding and
regulatory variants on Key disease genes, we in-
troduce the concept of a Kidney Disease Genetic
Scorecard for disease diagnostics and therapeu-
tic development.

The list of authors and their affiliations is available in the full article online.
*Corresponding author. Email: Hongbo Liu (hongbo_liu@
urmc.rochester.edu); Katalin Susztak (ksusztak@
pennmedicine.upenn.edu)
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IMMUNOMETABOLISM

Nutrient-driven histone code determines exhausted

CD8* T cell fates

Shixin Ma, Michael S. Dahabieh, Thomas H. Mann, Steven Zhao, Bryan McDonald, Won-Suk Song,
H. Kay Chung, Yagmur Farsakoglu, Lizmarie Garcia-Rivera, Filipe Araujo Hoffmann, Shihao Xu,
Victor Y. Du, Dan Chen, Jesse Furgiuele, Michael A. LaPorta, Emily Jacobs, Lisa M. DeCamp,
Brandon M. Oswald, Ryan D. Sheldon, Abigail E. Ellis, Longwei Liu, Peixiang He, Yingxiao Wang,

Cholsoon Jang, Russell G. Jones, Susan M. Kaech*

INTRODUCTION: Effector CD8" T cells (TEFF),
also known as “killer” T cells, can gradually lose
their cytotoxicity and become dysfunctional or
exhausted (TEX) in the face of chronic infec-
tions and cancer, compromising protective im-
munity and weakening the therapeutic effects
of immune checkpoint blockade (ICB) and chi-
meric antigen receptor (CAR) T cell therapy.
TEX cell development is governed by multiple
epigenetic and metabolic changes, making it
critical to understand how these processes are
linked. Fundamental questions include whether
CDS8* T cells prefer specific nutrients as they dif-
ferentiate, and how the metabolism of specific
types of nutrients influences epigenetic mod-
ifications and gene expression, leading to TEX
differentiation. Central to these questions is
whether changes in histone modifications, such

Acetate

TEFF genes

Cytokine production
Antitumor and antiviral control

Cell state nutrient
preference

Nuclear Ac-CoA
production

Locus-specific histone
acetylation

Cell state and gene
expression patterns

as acetylation, are regulated by the total intra-
cellular pools of metabolites produced by key
nutrients [e.g., acetyl-coenzyme A (CoA)] or by
local pools produced at specific loci via nuclear-
localized metabolic enzymes. This raises the
possibility that epigenetic remodeling can be
selectively tuned at specific loci by nutrient
types and the enzymes that metabolize them,
offering opportunities for metabolic program-
ming of cellular differentiation states and
functions. In this study, we found that shifts in
nutrient preferences and metabolism drive TEX
cell differentiation by directing local acetyl-CoA
production at specific gene loci, leading to epi-
genetic remodeling and T cell dysfunction.

RATIONALE: Histone acetylation relies on the
availability of metabolite acetyl-CoA. Acetyl-CoA

1

\ ]

1)
\)

TEX cell

Citrate

ACLY

TEX genes

Cytokine production
Antitumor and antiviral control

Distinct nutrient utilization through ACLY and ACSS2 drives locus-specific histone acetylation and
CD8 T cell fate decisions. Selective acetate and glucose utilization by TEFF and TEX cells through ACSS2
and ACLY (top). ACSS2 collaborates with the histone acetyltransferase (HAT) p300, whereas ACLY interacts
with the HAT KAT2A to drive locus-specific histone acetylation and T cell differentiation (bottom).
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synthetase 2 (ACSS2) and ATP-citrate lyase
(ACLY) are two key acetyl-CoA synthetases
that generate acetyl-CoA from acetate and
citrate, respectively. We found that ACSS2
and ACLY are differentially expressed in TEFF
cells and TEX cells. This differential expres-
sion pattern led us to hypothesize that these
enzymes could directly link nutrient-specific
acetyl-CoA production to distinct epigenetic
states during TEX cell differentiation, allow-
ing us to address the question of whether
there is a “metabolic code” that instructs the
histone code.

RESULTS: We showed that ACSS2 and ACLY are
differentially expressed in TEFF and TEX cells in
both mice (in tumors and during chronic viral
infection) and humans (in tumors). This distinct
expression pattern was driven by chronic T cell
receptor signaling. Our data further revealed
that as TEX cells differentiate, they shift their
nutrient preference from acetate to citrate for
acetyl-CoA production by down-regulating ACSS2
while maintaining ACLY activity. Mechanisti-
cally, ACSS2 and ACLY form distinct functionally
independent complexes with histone acetyltrans-
ferases EP300 and KAT2A, respectively, within
the nucleus. These ACSS2-EP300 and ACLY-
KAT2A complexes translate distinct nutrient sig-
nals into compartmentalized, locally sourced
acetyl-CoA pools. Specifically, the ACSS2-EP300
complex drove histone acetylation and gene
expression at effector and memory gene loci,
whereas the ACLY-KAT2A complex promoted
histone acetylation and gene expression at TEX-
related gene loci, ultimately determining CD8*
T cell fates. Nuclear overexpression of ACSS2 or
inhibition of ACLY prevented TEX cell differ-
entiation and synergized with ICB to enhance
antitumor T cell responses. Notably, ACLY de-
pletion in human CAR T cells also enhanced
antitumor immunity.

CONCLUSION: These findings offer new insights
into nutrient-driven histone codes in T cell dif-
ferentiation, providing potential targets for
cancer therapy. Our results identify new strat-
egies to metabolically optimize antitumor T cells
by enhancing nuclear-localized ACSS2 or inhib-
iting ACLY, the latter being actively explored
in oncology to inhibit tumor growth. Although
this study primarily focuses on CD8* TEX cell
differentiation, it reveals a broader paradigm
for how nutrient preference in cells can con-
trol locus-specific epigenetic reprogramming
and cellular differentiation.

The list of author affiliations is available in the full article online.
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Sequence-dependent activity and

compartmentalization of foreign DNA

in a eukaryotic nucleus

Léa Meneut, Christophe Chapard+, Jacques Serizay{*, Alex Westbrook, Etienne Routhier,

Myriam Ruault, Manon Perrot, Alexandros Minakakis, Fabien Girard, Amaury Bignaud, Antoine Even,
Géraldine Gourgues, Domenico Libri, Carole Lartigue, Auréle Piazza, Agnés Thierry, Angela Taddei,
Frédéric Beckouét, Julien Mozziconacci*, Romain Koszul*

INTRODUCTION: The composition of genomic
sequences, such as GC content, nucleotide
motifs, and repeats, varies from one species to
another and within the same genome. Com-
position correlates with gene transcriptional
activity and chromosome organization, and all
genome sequences have coevolved with the
chromatin-associated complexes they encode
to precisely regulate these two features. How-
ever, when foreign DNA—including exogenous
mobile elements and natural or artificial genes—
invades or integrates a host nucleus, it en-
counters regulatory mechanisms and rules
under which it has not evolved. How host cells
process and eventually adopt these unfamiliar exo-
genous sequences remains largely unexplored.

RATIONALE: We investigated chromatin assem-
bly on foreign DNA sequences by integrating
two types of DNA into Saccharomyces cerevisiae:
megabase-long bacterial chromosomes and shor-
ter eukaryotic sequences. We profiled chromatin
composition, activity, and folding in these fo-
reign DNA sequences and investigated the mol-
ecular mechanisms governing their adaptation
to the host environment. Finally, we used ma-
chine learning models to identify sequence
features that influence chromatin formation
and activity on these integrated DNA molecules.

Different fates of foreign
chromosomes in a yeast
nucleus. Bacterial or eukaryotic
chromosomes with a GC content
similar to yeast sequences

(in purple) become actively
transcribed and intermingle with
host chromosomes. By con-
trast, foreign chromosomes with
a lower GC (in blue) form a
distinct, transcriptionally silent
globular compartment within
the nucleus. This segregation
requires active transcription but
is independent of canonical
heterochromatin formation.

chromosomes

Nucleolus

Transformationand
linearization of foreign

uncc &)

20%6C G o

RESULTS: We found that bacterial DNA se-
quences form chromatin and are covered by
nucleosomes, but that their transcriptional acti-
vity depends on sequence composition. Exoge-
nous sequences with a GC content mirroring
the host sequence become actively transcribed
and intermingle with transcriptionally active
yeast chromosomes in the nuclear space. Tran-
scription of these sequences follows the original
bacterial gene orientation, suggesting an in-
trinsic directional bias that may facilitate their
adaptation to the host environment. By con-
trast, AT-rich chromosomes adopt an inactive
chromatin state characterized by longer nucleo-
some spacing and a globular tridimensional
shape segregated from yeast chromosomes. These
two chromatin states spontaneously emerged,
partitioning the hybrid genome into spatial-
ly distinct nuclear compartments that mirror
the euchromatin-heterochromatin compart-
mentalization of metazoans. Transcriptional
inactivation and compartmentalization occur
independently of both canonical H3K9me3 me-
diated heterochromatin—absent in S. cerevisiae—
and of yeast SIR-mediated heterochromatin.
Compartmentalization disappears when tran-
scription is reduced, suggesting that this phe-
nomenon may involve mechanical constraints
or biochemical changes in the environment of

active genes. During mitosis, compartmental-
ization is lost as chromatin is compacted by
cohesin-mediated loops, paralleling the tran-
sient compartment disruption observed in
metazoans at this stage.

Deep learning models trained only on yeast
chromosomes accurately predict chromatin com-
position and activity on foreign DNA based on
the DNA sequence alone. This implies that the
behavior of any DNA in a host cell follows
deterministic sequence-based rules, which could
help to predict the behavior of exogenous DNA
not only during natural gene transfer events but
also in synthetic genome engineering projects.

CONCLUSION: The spontaneous formation of
transcriptionally active and inactive chromatin
compartments in a eukaryotic genome lacking
such structures provides insights into their
emergence during evolution. When foreign
DNA sequences are integrated into the yeast
genome, their underlying sequence compo-
sition determines their chromatin state and
ability to recruit the host transcriptional ma-
chinery. These predictable sequence-specific
properties highlight the fundamental links be-
tween DNA sequence composition, chromatin
organization, and nuclear architecture. Such
sequence-dependent features could have contrib-
uted to the emergence of bipartite compart-
mentalization of genomes during evolution,
either by sequestering inactive genetic material
or by facilitating the functional integration of
active sequences, thus potentially creating
reservoirs of genetic novelty.

The list of authors and their affiliations is available in the full
article online.
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Supersaturation mutagenesis reveals adaptive
rewiring of essential genes among malaria parasites

Jenna Oberstaller*t, Shulin Xut, Deboki Naskart, Min Zhang, Chengqi Wang, Justin Gibbons,
Camilla Valente Pires, Matthew Mayho, Thomas D. Otto, Julian C. Rayner*, John H. Adams*

INTRODUCTION: Malaria parasites are highly
divergent from model eukaryotes. Their dis-
tinctive biology means that many large-scale
genome engineering methods that have been
used effectively in model organisms, such as

RNA interference or guide RNA-based CRISPR/
Cas9 screening, are not applicable. As a result,
there have been few systematic studies of gene
function. The relatively poor level of functional
annotation in Plasmodium genomes is a major
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Supersaturation P. knowlesi mutagenesis identifies genes essential for blood-stage survival,
revealing critical similarities and differences between both human malaria parasite lineages.

(A) High-resolution map of a syntenic region between P. knowlesi and P. falciparum chromosomes centered
on ICM1, a gene that is essential in P. falciparum and tolerates no insertions disrupting the coding DNA
sequence but is dispensable in P. knowlesi. (B) Shared genes switch essentiality between malaria parasites,
indicating species-specific adaptations.
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barrier for the much-needed rational develop-
ment of new antimalarial drugs and vaccines.

RATIONALE: Plasmodium knowlesi is a zoonotic
pathogen that is part of a large, understudied
group of Plasmodium subgenus parasites that
includes Plasmodium vivax, the dominant
cause of malaria in South America and much
of Asia. When cultured in human red blood cells,
P. knowlesi has a rapid growth rate and high
transfection efficiency, making it an ideal model
system for large-scale experimental genetic stud-
ies. We used the piggyBac transposon mutagen-
esis system to generate high-density maps of
gene essentiality in P. knowlesi parasites, providing
the first large genetic screen in the Plasmodium
subgenus representative of all other non-
falciparum human-infecting species.

RESULTS: We generated and mapped >175,000
transposon insertions in the P. knowlesi ge-
nome, which is substantially more than our
previous ~38,000 insertion study of P. falciparum.
This “supersaturation” level of mutagenesis, with
an average transposon insertion frequency of
every 138 base pairs, allowed us to score essen-
tiality for 98% of genes. Further, the extraor-
dinary density of mutations also allowed us to
identify protected “void” regions within some
genes, where insertions were not tolerated and
which frequently contained predicted function-
al domains. This domain-level resolution of
essentiality provides a completely new level of
Plasmodium genome annotation.

CONCLUSION: We compared our data with prev-
iously published genome-scale genetic studies of
P. falciparum and the rodent malaria model
Plasmodium berghei. Although the essentiality
or redundancy of genes was conserved across
all three species for the majority of genes for
which data were available, a large number of
genes are differentially essential, revealing species-
specific adaptations. Our results indicate that
Plasmodium essential gene evolution was con-
ditionally linked to adaptive rewiring of meta-
bolic networks for different hosts and their
intracellular microenvironments, and that
P. knowlesi in particular has a high level of
metabolic plasticity that evidence suggests ex-
tends to other vivax-clade malaria parasites.
These data provide new evolutionary insights
into both distinct human-infective malaria pa-
rasite clades, which will inform multispecies tar-
get identification and intervention strategies.
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The essential genome of Plasmodium knowlesi
reveals determinants of antimalarial susceptibility

Brendan Elsworth+, Sida Yet, Sheena Dasst, Jacob A. Tennessen, Qudseen Sultana,
Basil T. Thommen, Aditya S. Paul, Usheer Kanjee, Christof Griiring, Marcelo U. Ferreira,
Marc-Jan Gubbels, Kourosh Zarringhalam*, Manoj T. Duraisingh*

INTRODUCTION: Approximately 249 million cases
of malaria, caused by infection with Plasmodium
species parasites, result in about 608,000 deaths
annually. Measures to combat the parasites that
cause malaria have become compromised be-
cause of reliance on a small arsenal of drugs and
emerging drug resistance. Moreover, zoonotic
cases of malaria are increasing in prevalence in
Southeast Asia, caused by infection with Plasmo-
dium knowlesi and Plasmodium cynomolgt.
These parasites are evolutionarily closely related
to Plasmodium vivax and serve as powerful
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in vitro models because P. vivax cannot be
cultured in vitro.

RATIONALE: The genomes of each Plasmodium
spp. reveal conservation but also substantial
differences. Although functional genetic studies
in Plasmodium spp. parasites have provided in-
formation on the essentiality and function of
genes throughout the Plasmodium life cycle, the
lack of high-confidence genome-wide essentiality
data limits the ability to prioritize targets for vac-
cines and therapeutics, particularly for parasites
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A high-resolution transposon mutagenesis screen in P. knowlesi informs antimalarial discovery and
reveals drug resistance determinants. A near-saturation piggyBac transposon screen in P. knowlesi and

improved models for calling gene essentiality provide

a high-confidence genome-wide map of gene

essentiality, allowing for comparative essentiality studies, prioritization of drug and vaccine targets, and
identification of genes that alter antimalarial susceptibility. chr, chromosome.
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in the P. vivax clade, which includes P. knowlesi.
In this study, we harnessed the development of
high-efficiency molecular genetics in P. knowlesi
to elicit genome-wide piggyBac transposon
mutagenesis and provide the most complete
determination of gene essentiality for the blood-
stage infection in any Plasmodium spp. with the
resolution to define truncatable genes.

RESULTS: We observed 1,456,750 independent
transposon insertions, ~38-fold more than was
previously achieved in the Plasmodium falciparum
piggyBac screen. A mathematical simulation
was used to determine that we have achieved a
3.6-fold higher number of insertions than the
required level of insertions to reach gene-level
saturation. Overall, 2037 genes (38.68%) with
at least one TTAA site (that serve as targeting
sites for the piggyBac transposon) were classi-
fied as essential, 2124 (40.34%) were classified as
dispensable, and 1105 (20.98%) were indetermi-
nate. The number of essential genes is similar
to previous observations in apicomplexans but
is higher than in many free-living organisms,
which reflects the highly specialized parasitic
lifestyle of Plasmodium spp. that relies heav-
ily on host metabolism. We further identified
126 genes whose disruption results in reduced
fitness, 122 genes that can tolerate 5’ or 3’
truncation, and 53 essential long noncoding
RNAs (IncRNAs). We found that the essenti-
ality of the druggable genome is broadly con-
served between Plasmodium spp.; however, we
identified the P. falciparum drug target bifunc-
tional farnesyl/geranylgeranyl diphosphate syn-
thase (FPP/GGPPS) as dispensable in P. knowlesi.
Notably, P. knowlesi showed a greater reliance
on the tricarboxylic acid (TCA) cycle genes, and
both P. knowlesi and P. vivax—in contrast to
P. falciparum—are inhibited by the aconitase
inhibitor sodium fluoroacetate. Perturbation
analyses with the frontline antimalarial arte-
misinin revealed modulators that both increase
and decrease susceptibility.

CONCLUSION: The essentiality of the P. knowlesi
genome will be a useful tool for antimalarial drug
and vaccine target prioritization and for com-
parative essentiality studies across apicomplexan
parasites and eukaryotes. To make the data readily
accessible to the community, we provide a web-
based app that can be used interactively to ex-
amine gene essentiality scores (https://umbibio.
math.umb.edu/PkEssenDB/); the data are also
available through VEuPathDB.
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The Silene latifolia genome and its giant
Y chromosome
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In many species with sex chromosomes, the Y is a tiny chromosome. However, the dioecious plant
Silene latifolia has a giant ~550-megabase Y chromosome, which has remained unsequenced so

far. We used a long- and short-read hybrid approach to obtain a high-quality male genome. Comparative
analysis of the sex chromosomes with their homologs in outgroups showed that the Y is highly
rearranged and degenerated. Recombination suppression between X and Y extended in several steps and
triggered a massive accumulation of repeats on the Y as well as in the nonrecombining pericentromeric

region of the X, leading to giant sex chromosomes. Using sex phenotype mutants, we identified
candidate sex-determining genes on the Y in locations consistent with their favoring recombination

suppression events 11 and 5 million years ago.

mong the multiple paths that the evolu-
tion of sex chromosomes can take, some
have led to giant Y chromosomes (7, 2).
Giant Y chromosomes may result from
massive accumulation of repeats, including
transposable elements (TEs), but their structure,
precise role in sex determination, and evolu-
tion remain poorly understood (3-6). Giant Y
chromosomes were first identified in plant spe-
cies with separate sexes (dioecious plants) (3)
and also exist in animals (4). In the past decade,
great advances have been made in studying

sex chromosomes using genomics and bioin-
formatics (5, 6), but no giant plant Y chromo-
some has yet been assembled.

Silene latifolia (Caryophyllaceae) is a dioe-
cious plant described in the 18th century and
studied by many, including Darwin (7). Its XY sex-
determination system was discovered 100 years
ago (8). The Y is ~550 Mb, the X is ~400 Mb,
and the total haploid genome size is ~2.7 Gb (9).
Genetic maps show that the X and the Y are
largely nonrecombining and share only a single
pseudoautosomal region (PAR) (10). Recom-

bination has been suppressed progressively,
forming groups of X-Y gene pairs with dif-
fering synonymous divergence levels, called
evolutionary strata (17-13). The repeat richness
(14) and size of the S. latifolia Y have, however,
prevented its assembly so far. Mutants with
deletions on the Y chromosome and altered
sex phenotypes indicate the presence of three
sex-determining regions (15, 16). A candidate
gene (Clavata3) in one of the regions involved
in female sterility has recently been proposed
(17, 18), but the other sex-determining genes
remain unknown.

To study the repeat-rich Y chromosome, we
used Oxford Nanopore Technologies (ONT)
sequencing and generated a new marker-dense
genetic map to obtain a chromosome-scale
S. latifolia genome assembly. We also used high-
quality genome assemblies of closely related
nondioecious Silene species as outgroups to make
inferences about the evolution of the S. latifolia
sex chromosomes. We compared the epigenet-
ics (DNA methylation and small RNAs) of the
X and the Y. To identify individual candidate
sex-determining genes, we sequenced mutants
with Y deletions for three sex phenotypes [her-
maphrodites and asexuals with early or inter-
mediate or with late abnormalities in anther
development, described in (16)], and generated
expression data at two critical stages in male and
female flower development.

The structure and gene content of the
sex chromosomes

To assemble the complex S. latifolia genome,
we used the sequencing, assembly and anno-
tation strategy detailed in the supplementary
text, section S1; Table 1; tables S1 to S4; and
figs. S1 to S5 (19). Our assemblies of the X and
the Y chromosomes are high quality. In systems
in which the X and Y are differentiated by
many single-nucleotide polymorphisms (SNPs)
and insertions-deletions (indels), female/male
read-depth ratios using stringent mapping pa-
rameters are expected to be ~1, ~2, and ~0 for
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Fig. 1. Assembly of the S. latifolia male genome. (A) Circos plot of the

S. latifolia male genome. Circles from the outside to the inside correspond to the
following: (i) Coverage ratio (female/male). (ii) Gene density, where regions
with high densities (exceeding average density plus 1 standard deviation) are
highlighted in dark green. (iii) Density of repeat families; subtelomere- and
centromere-associated satellite elements (black) and LTR elements—Ty3/Gypsy
(orange), Tyl/Copia (yellow), LINE (violet), and Helitron (gray). (iv) SNP density
in the male (orange) and female (purple), consistent with the sequenced male
being highly homozygous (although some chromosomes show heterozygosity) and
with male and female being full siblings. chr, chromosome. (B) Zoom-in on the X
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chromosome, showing recombination in males (blue) and females (red) defining
the pseudoautosomal boundary at position 321 Mb on the X chromosome (top). The
boundary was confirmed by other features, such as the female/male (F/M) sequence
coverage ratio (middle) and a change in significant differential expression (DE)
between male and female flowers (stage 5) (bottom); the full analysis of differential
gene expression is shown in fig. S18. All panels have data summarized in 1-Mb
windows. (C) Structure of the sex chromosomes, p and q arms, centromeres, and the
PAR and pseudoautosomal boundary (PAB) are depicted. The sex-linked genes
characterized in previous work are also shown. A zoom-in on the g arm of the X is
showing a number of those genes. [Photo credits: Paris Veltsos and Lynda Delph]
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the autosomes, X chromosome, and Y chro-
mosome, respectively, as observed in our data
(Fig. 1A). A smaller set of experimentally val-
idated sex-linked genes compiled previously
(20, 21) also mapped as expected to their pre-
viously assigned X or Y positions (Fig. 1C). The
X chromosome sequence obtained is 346 Mb,
with a distribution of genes and repeats (in par-
ticular centromere- and subtelomere-associated
repeats) as expected for a metacentric chromo-
some (Fig. 1A). Sex-specific recombination data,
the female/male read coverage ratio, and differ-
ential expression identified the PAR (Fig. 1, B
and C). This PAR is a small, gene-rich region of
25 Mb with 1286 genes (51 genes per megabase
versus the X-chromosomal mean of 10 genes
per megabase). Our X assembly is very similar
to that of a recently published S. latifolia fe-
male genome (13) (fig. S6). The Y chromosome
assembly is 485 Mb long, excluding the PAR.
Y-specific centromeric repeats locate the cen-
tromere and a remnant of a former centromere
[called a pseudocentromere (22)] at the expected
locations (Fig. 1A). The Y assembly roughly agrees
with the deletion-based map of the Y chromosome
(16) given the uncertainties in the map (fig. S3).

Evolution of the sex chromosomes

The high-quality assembly of the X and Y chromo-
somes illuminates the evolution of recombina-
tion suppression between the sex chromosomes
of S. latifolia. We detected three evolutionary

strata and extensive rearrangements on the
sex chromosomes, especially the Y. To analyze
rearrangements and estimate synonymous site
divergence (ds) between the X and Y copies, we
used gametologs (X-Y gene pairs) that also have
1:1 orthologs in the two nondioecious outgroup
species, Silene conica and Silene vulgaris. A
change-point analysis of these X-Y dg values of
401 gametolog pairs, based on the gene rank in
the X chromosome assembly, divided the non-
recombining region into four adjoining X chro-
mosome sectors with different means (Fig. 2,
Ato C, and fig. S7A) and defined three evolu-
tionary strata—S1, S2 and S3—based on the
different dg levels (Fig. 2, A to C). A larger set of
598 gametologs (X-Y gene pairs without requir-
ing orthologs in the outgroups) gave similar
results (fig. S7B). Strata S1 and S2 are in good
agreement with previously defined strata (fig.
S7, C and D); S3 has not been detected before.
It splits the oldest stratum, S1, in two, owing to a
lower mean X-Y dg compared with its two flank-
ing regions, Sla and Sibc (Fig. 2C and fig. S7D;
SIb and Slc are associated with two different
inversions). Strata S3 and S2 have similar mean
X-Y dg, but S3 has much higher X-Y synteny
compared with S2, and the two strata were
formed differently. Strata S1 and S3 are small
regions, both located within the first 27 Mb of
the X chromosome q arm. Stratum S2, on the
other hand, is very large and includes most of
the X chromosome, including the pericentro-

|
Table 1. Statistics for the male genome and sex chromosomes of S. latifolia. All metrics were
calculated for the total genome assembly as well as specifically for the sex chromosomes. Contigs
were obtained using N1 (a single N opens a gap). MITE, miniature inverted-repeat transposable

element; LINE, long interspersed nuclear element.

Genome metrics

Whole genome

X chromosome Y chromosome

Total assembled size (bp) 2,716,527,704 346,484,273 486,334,681
Number of contigs 1545 59 37
N50 (bp) 18,434,108 29,020,133 36,745,246
N9O (bp) 6,521,844 11,745,531 27,237,198
Number of scaffolds 912 21 1
N50 (bp) 200,709,446 50,520,191 59,479,783
N9O (bp) 141,278,959 21,428 974 44,285,091
Largest length size (bp) 237,716,014 133,616,578 135,552,442
Gaps (%) 144 6.56 0.59
Anchored gf the total sequences 2575517323 (94.8%)

(anchoring rate)
Annotated protein-coding genes 35,436 3520 2301
Mean gene length (bp) 4155 4332 4045

BUSCO score of annotated protein-
coding genes from all scaffolds*

C: 92.5% [S: 78.1%, D: 14.4%], F: 0.7%, M: 6.8%, n: 425

632

Identified repeats 79.20% 77.75% 81.24%
Annotated repeats 61.18% 58% 65%

LTR retrotransposons 54.42% 52.7% 60.55%
DNA transposons 411% 3.11% 3.22%
MITE 0.14% 0.098% 0.068%
LINE 0.48% 0.37% 0.55%
Satellite repeats 2.04% 2.014% 1.18%

*C, complete; S, single copy; D, duplicated; F, fragmented; M, missing; n, total number of BUSCO genes.
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meric regions on both arms. Using a molecular
clock approach, we estimate that strata S2 and
S3 both evolved most recently—5.4: [95% confi-
dence interval (4.4, 6.5)] and 4.4 (3.3, 5.5) million
years ago (Ma), respectively—whereas stratum
S1arose 11.8 (10.6, 13.1) Ma, which is inferred
to be when the S. latifolia sex chromosomes
originated (23).

Gene order comparisons between S. latifolia
and two nondioecious close relatives, S. conica
and S. vulgaris used as outgroups, revealed
large syntenic blocks with some rearrange-
ments (fig. S8). The S. latifolia Y chromosome
is most rearranged compared with the X or
the homologous chromosomal blocks in either
outgroup, with the notable exception of the S3
stratum, which includes 4 Mb of X-Y synteny
(Fig. 2A and figs. S8 and S9). The S. latifolia
X shows homology with chromosome 5 of
S. conica, and smaller parts of chromosomes 1,
2, and 6, and with four S. vulgaris scaffolds (1,
3, 6, and 16) (Fig. 2A and fig. S8). Reconstruc-
tion of the rearrangements between the X, the
Y, and the homologous chromosomal blocks in
the outgroups (figs. S9 and S10) suggests that
stratum S1 may have evolved by two inversions
early in the evolution of the sex chromosomes,
one on the X encompassing Sla to S1b and one
on the Y including Slc.

Stratum S3 is the only region of extended
synteny between the X and Y chromosomes. To-
gether with its slightly lower dg mean compared
with that of the other strata, this suggests that S3
is the most recent stratum that we could de-
tect (Fig. 2, fig. S7D, and fig. S9). Comparisons
between S. latifolia X and the homologous
chromosomal blocks in the outgroups suggest
that S3 genes were ancestrally located among
S1 genes (fig. S9). We therefore propose that
S3 (initially within the X region that evolved to
become the S1 stratum) was lost from the Y and
later regained by a recent duplicative translo-
cation from the X, resetting the X-Y dg to zero
about 4.4 Ma. Stratum S2 is more rearranged
than S3, consistent with being older than S3,
and probably arose through a different mech-
anism. Reconstruction of the rearrangements
between the X, the Y, and the outgroups (fig.
S11) indicates that S2 could not have formed by
a single rearrangement. We found several inver-
sions, some of them pericentric, as previously
suggested (16, 22). Many may have occurred
after recombination stopped, possibly medi-
ated by the high abundance of repeats.

Our repeat analysis revealed very high TE
densities—mainly the long terminal repeat (LTR)
retrotransposons Copia and Gypsy—on the Y
but also, to a lesser extent, on the X compared
with the autosomes (Table 1, table S4, and Fig. 1).
The two S. latifolia sex chromosomes are 4 to
5.5 times as large as the S. conica chromosome
5, whereas there is only a twofold increase
for the S. latifolia autosomes compared with
their S. conica homologs. In eukaryotes, the
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Fig. 2. The evolution of the S. latifolia sex chromosomes. (A) Syntenic relationships
between S. latifolia gametologs and autosomal genes in S. conica and S. vulgaris.
Links between homologous chromosomal blocks in the outgroups and S. latifolia

X are colored by evolutionary strata. Links between S. fatifolia X and Y are colored by
synonymous divergence bins (inset). Synteny between S. latifolia Y coordinates
and S. latifolia X gene rank is shown at the bottom. The S. fatifolia X chromosome
tracks are colored by median synonymous divergence of the strata. The PAR
region on S. latifolia Y, not shown, is placed to the right of the chromosome track.
(B) Change-point analysis of ds along the X chromosome using 401 one-to-one
gametologs with ds values < 0.3. The x axis shows gene ranking on the X. Lines at the
bottom show the density of the posterior distribution of the change-point locations. Gray
lines show the average ds of the inferred blocks. (C) Distribution of synonymous
divergence values between S. latifolia male X and Y gametologs per stratum. (D) Fraction
of gene losses and pseudogenization on S. latifolia sex chromosomes per stratum.
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Gene losses on Y were inferred using 1:1:1 orthologs among S. vulgaris, S. conica, and
S. latifolia X. Pseudogenes were identified as gametologs with premature stop codons.
(E) Distribution of Y over X gene expression ratio in four S. /atifolia male flower buds.
Box plot represents median, quartiles, and whiskers. (F) Sum of repeat lengths
around X-Y gene pairs, from 4000 bp upstream to 4000 bp downstream of the
gene. (G) Mapping of 24-nucleotide (nt) small RNAs (RPM) on X-Y gene pairs for
three S. latifolia females and males in flower buds and leaves. The red dot represents
the mean. Female X alleles are in red, male X alleles are in green, and Y alleles
are in blue. (H) Plot of X/Y DNA methylation in CHH context. Female X alleles are in
red, male X alleles are in green, and Y alleles are in blue. Average proportion of
methylated reads at cytosine positions are shown along sliding windows with a 95%
confidence interval. Pairwise synteny plots in (A) were generated with Rldeogram
or pafR based on Orthofinder’s orthologous relationships. Quantitative plots in other
panels were prepared with ggplot2.

nonrecombining pericentromeric regions are
typically TE rich because recombination helps
purge deleterious TE insertions (24); this peri-
centromeric effect on the S. latifolia X chromo-

SCIENCE science.org

some is notably large (fig. S2B). Estimates of
the ages of complete LTR retrotransposon in-
sertions show that the insertions in the centers
in the pericentromeric regions tend to be oldest

and those at the borders the youngest (fig. S12),
consistent with TEs accumulating at the mar-
gins of these pericentromeric regions and ex-
panding them.
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Fig. 3. Identification of deleted genes in the altered sex phenotype mutants.
(A) The Y chromosome sequence and the evolutionary strata (indicated by

892 Y gametologs). Note that the strata on the Y are mixed up owing to the
extensive rearrangements that occurred on this chromosome compared

with the X (see text and Fig. 2). The Y is oriented with the PAR on the right side.
(B) The putative sex-determining regions (MFF, SPF, and GSF) with estimated
locations from Bergero et al. (16). (C) Zoom-in on the GSF deletions. Only deletions
containing a gene are detailed. Each coverage plot shows the mean normalized read
count for GSF mutants, other mutants, control male, and control female. GSF
deletions (rectangles) are inferred when the GSF mutant coverage is similar to or
lower than that of the control female while the other mutants’ coverage was similar

to that of the male control. Three genes deleted in all GSF mutants are shown with Y
position, stratum assignment [as in (A), hashed fill color indicates that the stratum
was inferred from the closest genes due to absence of an X gametolog], and a
summary of female sterility annotation and RNA-seq-based expression at stage 5
and 8 in normal male flowers [green, expectations for GSF candidate met (i.e.,
expressed at stage 5); gray, expectations not met; no square, no data available].
(D) Zoom-in on the SPF deletions. Same legend as (C), except for annotation
(information on male sterility is indicated). (E) Zoom-in on the MFF deletions. Same
legend as (D), except for expression (expression for a MFF candidate is expected to
be stage 8). The best-supported candidates for sex-determining genes (discussed in
the text) are pinpointed by asterisks.

The Y chromosome exhibits signs of consid-
erable degeneration. We found 1541 1:1:1 or-
thologs in S. latifolia, S. conica, and S. vulgaris
on the X chromosome, of which 963 (62%) have
no detectable ortholog on the Y chromosome.
‘We also mapped all 3520 genes in our X assem-
bly onto our Y assembly and found homol-
ogous genes of about the same size for 1654
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(47%), whereas the other 1866 genes (53%) were
missing from the Y. A model-based phylogenetic
analysis of gene gains and losses also indicated
that about 1519 genes (56%) were lost from the
Y out of 2694 genes originally present (fig. SI3A).
Thus, 53 to 62% of the genes appear to have
been lost since the Y stopped recombining with
the X ~11 Ma, which is higher than previous

estimates (25). Complete loss of genes is more
prominent in older strata, whereas pseudogenes
show the opposite trend, consistent with the
conclusion that recombination was suppressed
more recently in strata S2 and S3, resulting in
more recent losses of function (Fig. 2D). We de-
tected a similar proportion of genes with pre-
mature stop codons on both sex chromosomes
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(fig. S13B), which suggests that the X is also X
——
losing gene expected given its lack of re-
OSING SENES, aS EXD sl S 0 sIWUS1 ¥s|CLV3-X @® Y

combination in stratum S2 (26). Among the
gametologs with apparently functional X and
Y copies, 77% of those with significantly differ-
ent rates of nonsynonymous versus synony-
mous substitutions (dy versus dg) in the X and
Y lineages had higher values in Y lineages, indi-
cating less effective selection (fig. S13C). Restric-
tion site-associated DNA sequencing (RAD-seq)
estimates within two populations showed that
the Y chromosome has considerably lower nu-
cleotide diversity than the X or the autosomes
(fig. S14)), as predicted for a chromosome with
lower effective population size and undergoing
genetic hitchhiking processes (1, 27). Degener-
ated Y-linked genes have lower expression
compared with their X counterparts (Fig. 2E),
as already reported in S. latifolia (28-30). This
may be explained by epigenetic modifications
because Y genes tend to have more TEs near-
by than other genes (Fig. 2F) and show two
hallmarks of silencing—a higher number of
mapped 24-nucleotide small RNAs (Fig. 2G) and
higher DNA methylation levels, especially at
proximal promoters [200 base pairs (bp)
upstream of the transcription start site (TSS)]
and gene bodies in the CHH context (where H
is any base except G, see Fig. 2H; other meth-
ylation contexts are shown in fig. S15).

The sex-determining genes on the
Y chromosome

Y chromosome deletions display three sex phe-
notype categories (15, 16, 31, 32): hermaphrodite
mutants, asexual mutants in which anther de-
velopment stops early or at intermediate stages
in flower development, and males with pollen
defects (late effects). Genetic markers roughly
located these deletions in three Y chromosome
sex-determining regions (15, 16): a single female-
suppressing region [carrying a gynoecium-
suppressing factor (GSF)] and two male-promoting
regions [one carrying a stamen-promoting factor
(SPF) and the other a male fertility factor (MFF)
affecting pollen production]. The SPF and MFF
mutants are phenotypically quite diverse, and
these regions could include several genes affect-
ing those phenotypes (16, 33).

We identified candidate sex-determining
genes by low-coverage sequencing of 18 well-
characterized sex phenotype mutants with Y
deletions (table S5). We mapped the mutants’
reads onto our reference Y chromosome along
with reads from a phenotypically normal con-
trol individual of each sex from the same U17
population as our reference (fig. S16). Although
female coverage on the Y is generally low, it is
not always zero because X reads may mis-map
to the Y chromosome. We therefore classified a
region as deleted in a mutant if its coverage was
similar to the control female value or less. Cov-
erage similar to the control male indicates ab-
sence of Y deletions. Although the data are noisy,
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Fig. 4. Scenario for the evolution of sex chromosomes in S. latifolia. (1) Pair of autosomes, ancestors
of the sex chromosomes; (2) ~11 Ma: inversion on the X generating the stratum Slab, indicated by

a red arrow; (3) ~11 Ma: inversion on the Y generating the stratum Slc, indicated by a red arrow [the inset
at the top left represents a zoom-in on the S1 stratum, showing the candidate sex-determining genes
Clavata3 (GSF) and Wuschell. sICLV3 (GSF); and sIWUSI is in stratum Slab defined by the inversion

on the XJ; (4) ~5 Ma: pericentromeric region extension by TE accumulation forming stratum S2,

TE insertions being depicted by arrowheads [MFF candidates were found in this stratum (not shown)];
(5) gene losses on the Y chromosome, those from future stratum S3 (located in S1) are highlighted by
red dashed lines connecting X and Y genes; and (6) ~4.5 Ma: duplication and translocation of a fragment
from the X to the Y, possibly for compensating gene losses from (5), formation of S3, X-Y ds values

become 0 in the X translocated region.

they clearly identify deletions specific to each
mutant category: four for the GSF mutant cat-
egory, two for SPF, and three for MFF (Fig. 3B),
almost all in the three sex-determining regions
previously defined (16) (fig. S3).

Figure 3 shows the genes located within the
deletions, those with functional annotations of
sterility terms, and their expression during
early (stage 5) or late (stage 8) flower develop-
ment (table S6). The GSF deletions include
the Y Clavata3 gene (sICLV3-Y with gene ID
scaffold1_000153), confirming this recently pro-
posed GSF candidate (17, 18). The functional role
of sICLV3 in male and female organ develop-
ment is not well understood, but differences in
the balance of gene expression in the Clavata-
Wauschel pathway between males and females
were proposed to explain carpel formation ver-
sus inhibition in female and male flowers in
S. latifolia, respectively (17, 18). Indeed, Clavata3,
known as a carpel inhibitor in Arabidopsis
thaliana and other plants, has a functional
copy on the Y and a gametolog pseudogene on
the X [ysICLV3-X (17, 18)]. Wuschell, known as

a carpel promoter in A. thaliana and other
plants, is present on the X (s/IWUSI-X) and de-
leted from the Y [AsIWUSIE-Y (18, 34)]. Our results
independently confirm the role of this gene
pair in determining female fertility or sterility in
S. latifolia (Fig. 3).

We found several MFF candidate genes, in-
cluding sICyp704B1-Y (gene ID scaffold1_000971),
which is homologous to the A. thaliana Cyp704:B1
gene, encoding a cytochrome P450 protein cru-
cial for pollen maturation. siCyp704BI-Y is ex-
pressed in the tapetum and is involved in the
synthesis of sporopollenin (a pollen cell wall
component). Its inactivation causes male ste-
rility in A. thaliana. slCyp704BI1-Y is expressed
during late development (stage 8) of S. latifolia
male flowers only based on RNA sequencing
(RNA-seq) and quantitative polymerase chain
reaction (qPCR) (fig. S17), consistent with an MFF
function. Another MFF candidate is siTHII-Y
(gene ID scaffold1_003352), which is homolo-
gous to the A. thaliana THII gene, encoding a
papain-like cysteine protease that is also ex-
pressed in the tapetum, is important for pollen
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maturation (through involvement in proteolysis
and tapetal cell degeneration), and is also anno-
tated as a male fertility gene.

We identified one SPF candidate based on
deletion mutants (gene ID scaffold12_000335,
homolog to the A. thaliana Scarecrow-like 4 and
7 transcription factors SCL4/7). The siSCL4-Y
gene is pseudogenized by a premature stop
codon but is expressed in flower buds at de-
velopmental stage 5, when sex is determined
(fig. S19). Because deletion of this pseudo-
gene leads to the loss of the male function in
S. latifolia flowers, we hypothesize that its ex-
pression as a long noncoding RNA (IncRNA)
is important for sex determination. However,
the mechanism through which it may regulate
sex determination remains unclear (supple-
mentary text, section S2) (19).

Based on the location of these genes on the
X chromosome, both s{IWUSI and sICLV3 are
in stratum S1 (in Sla and S1b, respectively). The
sICyp704BI-Y MFF candidate has no X gametolog,
but its orthologs are located in the S. conica chro-
mosome 1 and S. vulgaris scaffold 1in syntenic
blocks homologous to the middle of the S. latifolia
X chromosome stratum S2 (around positions
140 to 150 Mb). sITHII is in stratum S3.
Therefore, both MFF candidates appear to be
a late addition to the nonrecombining region
of the Y chromosome. An inversion on the X
coincides with Slab, and an inversion on the Y
coincides with Slc, which suggests that these
inversions suppressed recombination between
the sex chromosomes, thereby forming strata
Slab and Slc (Fig. 4, stratum S1 panel). GSF po-
tential sex-determining genes are thus con-
centrated in the small, oldest stratum S1. This
is consistent with models for the evolution of
dioecy in plants, with a yet-unknown initial
male-sterility mutation and subsequent par-
tially female-suppressing mutations creating
selection for suppressed recombination (35).
This model predicts that multiple linked mu-
tations will create complete maleness. The can-
didate GSF genes that we detect in S. latifolia,
together with the paracentric inversions form-
ing Slab, are consistent with this model. The
MFF region, on the other hand, evolved well
after dioecy was established and is associated
with stratum S2. MFF genes may simply be male-
function genes lost from the X because there is
no selection to keep them on that chromosome
(26), or they may have sexually antagonistic ef-
fects that led to polymorphisms favoring stra-
tum S2 formation (7).

Conclusions

Our high-quality S. latifolia sex chromosome
assemblies provide insights about their struc-
ture, function, and evolution (Fig. 4). These sex
chromosomes originated ~11 Ma with the dif-
ferentiation of a small region carrying the GSF
sex-determining genes. A first stratum was
probably formed by one paracentric inversion
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on each of the X and the Y. More recently, an-
other stratum, S2, encompassing the centromere
and including MFF, formed ~5 Ma, probably in
the context of a general expansion of the peri-
centromeric regions in the S. latifolia genome,
whose cause remains unclear. This generated a
very large, nonrecombining, and TE-rich region
on the Y. This is similar to what was observed in
Rumex hastatulus, in which the Y chromosome
is massively rearranged and repeat rich despite
its recent origin (<10 Ma) (36). The absence of
recombination also led to genetic degenera-
tion, with half of the ancestral genes being lost
from the Y, despite the expression of Y-linked
genes in the haploid stages in plants (37, 38). The
X chromosome’s pericentromeric region is also
extremely large, perhaps because of increased
TE accumulation under a reduced effective pop-
ulation size and absence of recombination of
this stratum S2 on the X chromosome relative
to autosomes (39, 40).
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EVOLUTION

Rapid and dynamic evolution of a giant
Y chromosome in Silene latifolia

Takashi Akagi®?31*, Naoko Fujita¥*1, Kenta Shirasawa®, Hiroyuki Tanaka®,
Kiyotaka Nagaki’, Kanae Masuda!, Ayano Horiuchi’, Eriko Kuwada!, Kanta Kawai',
Riko Kunou?, Koki Nakamura’, Yoko Ikeda’, Atsushi Toyoda®®, Takehiko Itoh®,

Koichiro Ushijima’, Deborah Charlesworth'®

Some plants have massive sex-linked regions. To test hypotheses about their evolution, we sequenced
the genome of Silene latifolia, in which giant heteromorphic sex chromosomes were first discovered

in 1923. It has long been known that the Y chromosome consists mainly of a male-specific region that
does not recombine with the X chromosome and carries the sex-determining genes and genes with
other male functions. However, only with a whole Y chromosome assembly can candidate genes

be validated experimentally and their locations determined and related to the suppression of
recombination. We describe the genomic changes as the ancestral chromosome evolved into the current
XY pair, testing ideas about the evolution of large nonrecombining regions and the mechanisms that

created the present recombination pattern.

hromosomal sex determination is com-
mon not only in animals, but also in a
diversity of plant species. Most extant
flowering plants are functional herma-
phrodites, the sex chromosomes of which
evolved much more recently than those of many
animals and independently in different lineages
[reviewed in (I)]. They are therefore interest-
ing for studying sex chromosome establishment
when separate sexes evolved from ancestral
hermaphroditism. Close linkage between male
and female-determining genes may be involved
(2), and subsequent selection for sexual dimor-
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Fig. 1. Overview of the sex chromosomes and genome characteristics in

S. latifolia and the two related species, S. dioica and S. vulgaris. (A) Cytogenetic
observations of the giant Y and X chromosomes with 4',6-diamidino-2-
phenylindole (DAPI) staining. (B) Histogram of the pairwise dS values between
paralogous genes within each genome and between orthologous genes in two
species (Slat versus Sdio and Slat versus Svul). The interspecific dS values
exhibited a peak at dS = 0.04 and 0.21, which corresponds the proxy age for
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phism involving traits that benefit only one sex
(sexually antagonistic, or SA, traits) can lead
to the establishment of polymorphisms closely
linked to the sex-determining factor(s), favor-
ing further recombination suppression (3). These
ideas can explain the extensive male-specific
regions of Y chromosomes (MSYs), that do not
recombine with and become differentiated
from the X chromosome. However, physically
extensive MSYs may not require sexually antag-
onistic selection. For example, sex-determining
factors may evolve within a genome region that
was already recombinationally inactive (4). One

e
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Proxy age (d5)

e
2

alternative suggestion is that inversions carry-
ing no SA factors may be more likely to persist
on sex chromosomes than on autosomes (5, 6).
Moreover, sexual dimorphisms can be caused
by the pleiotropic effects of the sex-determining
factors themselves and do not require sepa-
rate genetic factors with SA effects (7). The
plant Silene latifolia is well suited for testing
such ideas.

The first observation of sex chromosomes in
a flowering plant was in S. latifolia, the karyo-
type of which is 2n = 22A + XY (8). Its “giant”
Y chromosome (now known to be ~500 Mb;
Fig. 1A) has been a model for studying heter-
omorphic sex chromosomes with large MSYs.
After decades of cytogenetic and theoretical
studies, empirical studies using limited num-
bers of molecular markers (9, 10) revealed a
pattern resembling the “evolutionary strata”
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divergence of S. latifolia and S. dioica and S. latifolia and S. vulgaris, respectively.
(C) Estimated evolutionary context of the two sex-determining factors, SPF
and GSF, in dioecious species (S. latifolia and S. dioica). (D) Bird's-eye views of
the genomes of S. fatifolia. Circle layer 1, gene density; layer 2, TE density (2a,
LTR-type TEs; 2b, non-LTR); layer 3, standardized CENH3/H3 estimates; layer 4,
standardized H3K9me2/H3 estimates; and layer 5, weighted DNA methylation
rate (CG, CHG, and CHH, respectively, from the outer to the inner ring).
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first discovered in humans (11), with Y-X se-
quence divergence lowest for genes closest to
the pseudo-autosomal region that still recom-
bines. Such divergence differences indicate
that Y chromosome recombination suppres-
sion occurred at different times. However, im-
portant gaps in our understanding remain,
including why the Y-linked region is so large
and to what extent its lack of recombination
has led to genetic degeneration, such as mam-
malian Y chromosomes (12). Recent advances
in genome sequencing have yielded data sug-
gesting that partial degeneration (13, 14) and
possibly dosage compensation (15-18) have
evolved, but degeneration cannot be accu-
rately quantified without an assembled Y
chromosome.

Observations of Y chromosome deletions
revealed that the S. latifolia Y chromosome

carries two sex-determining factors, a stamen-
promoting factor (SPF) and a gynoecium-
suppressing factor (GSF) (19). This plant’s
Y therefore fits the “two-mutation model”
(20), in which a loss-of-function mutation
in an SPF in an ancestral hermaphrodite spe-
cies creates females, and males arise by a do-
minant femaleness-suppressing mutation,
GSF, in a closely linked gene. Consistent with
this model, two genes have been found with-
in physically small sex-determining genome
regions in several dioecious plants (21-24).
The very different situation in the S. latifolia
Y chromosome suggests that, as the model
proposes, selection favored closer linkage be-
tween initially recombining genes, with loss
of Y-X recombination triggering repetitive
sequence accumulation (25, 26) and creating
the giant Y chromosome.

Deletion mag in

Norwegian line -~
(Kazama of al. 2016) ™

Genome sequences of Silene species

The S. latifolia sex chromosomes, which are
shared with its close dioecious relative, S. dioica
in the subgenus Behenantha, evolved after di-
vergence from S. vulgaris, a gynodioecious spe-
cies (with female and hermaphrodite individuals,
and 2n = 24A chromosomes) (Fig. 1, B and C).
‘We assembled chromosome-scale sequences of
S. latifolia and S. dioica males and a S. vulgaris
hermaphrodite using PacBio HiFi reads and
Bionano optical mapping or Hi-C contact map-
ping, cytogenetic anchoring with molecular mark-
ers, and genetic maps (Fig. 1D and fig. S1). BUSCO
(27) analysis found 93.1%, 99.7%, and 97.7% of
universal single-copy orthologous eudicotyledo-
nous plant genes in our S. latifolia, S. dioica, and
S. vulgaris, genome sequences, respectively (table
S1). Synonymous site divergence (dS) between
S. latifolia and S. dioica and S. latifolia and
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Fig. 2. Genomic context of the S. latifolia Y chromosome. (A to G) FISH
anchoring of the genomic contigs. (A) Detection of the Y chromosome by myTag
probes. (B) Enlarged image of the Y chromosome in (A) merging the signals

with DAPI. (C to F) Staining for three probes, Alexa Fluor-488 (D), ATTO-550 (E),
and ATTO-633 (F). (G) Ideogram of the Y chromosome based on the signals.

(H to L) Genomic context of the Y chromosome. (H) Comparative analysis of the
deletion map in a Norwegian line (30) (with only marker orders given because

no assembly was available) and our genome sequence of a German line. The regions
including the two sex-determining genes are highlighted. In the recombinationally
active PAR, the genetic map positions from Bergero et al. (10) correlate with the
physical positions in our genome sequences. (I and J) CENH3 content (standardized
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Phiysical position (Mb)

by H3 amounts) (I) exhibits a clear single peak, whereas the standardized H3K9me?2
levels (J) fluctuate but show no major pattern along the chromosome. (K) TE
distribution in 1-Mb windows. LTR-TEs, especially Gypsy and unknown classes, show
high densities in the MSY compared with the PAR. (L) CG and CHG DNA methylation
levels show a similar pattern. (M and N) VIGS of Y-SICLV3 resulted in the production
of hermaphrodite flowers in a genetically male S. fatifolia. Control male flowers [(M)
and (N)] exhibited functional stamens (st) but no elongated pistils. (O to R) ALSV-
induced gene silencing resulted in elongation of functional pistils (pi) with normal
stamens in male plants [(O) and (P)], producing ovules (ov) (Q) to be viable seeds (sd)
(R). (S and T) ALSV-infected male lines often induced imperfect sterile pistils. pe,
petal; se, sepal; ova, ovary. Scale bars, 1 cm (single line) and 5 mm (double line).
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Fig. 3. Comparative analysis of Y and X chromosomes in S. latifolia.

(A) Gene order—based synteny analysis between the X and Y chromosomes.
Blue and red bands indicate synteny with forwarded and inverted directions,
respectively. The X-linked region marked with a gold horizontal band includes
sequences that are highly duplicated in the Y chromosome. (B) Pairwise dS
values of genes in the Y-duplicated regions. The peak with dS values of 0.158
to 0.316 is highlighted in gray. (C) Locations of syntenic blocks in the X and

Y chromosomes, with colors indicating the mean dS values between the X- and
Y-linked sequences (see the key). (D) Values of dN/dS in the paralogous gene
pairs with dS in the interval between 0.158 and 0.316; pairs are shown separately
for the Y-duplicated region and the whole genome. (E) Distribution of the
neutrality index in McDonald-Kreitman tests [the x-axis values are the dN/dS values
given in (D)]. (F to I) Characteristics of the X chromosome. (F) Standardized
CENH3 amount (corrected by H3 amount). (G) TE distribution with 1-Mb
windows. (H) Weighted DNA methylation levels. (1) Genetic recombination map
estimated using an F1 population of 228 individuals, showing that the regions

SCIENCE science.org

with highly elevated LTR-TEs, especially the Gypsy and unknown classes, and
CG and CHG DNA methylation levels corresponding with the recombination
arrested region. (J and K) Evolutionary strata in terms of Y-X dS and of genetic
degeneration in S. latifolia and S. dioica. For S. dioica, the genetic distances were
defined with the orthologous genes in S. latifolia. The x axis shows positions in
the X chromosome genetic map (fig. S15 shows the same data with positions
in the X assembly). (J) dS values between X- and Y-linked alleles (Slat-dS*" and
Sdio-dS*" in S. latifolia and S. dioica, respectively) and between S. latifolia
X-linked alleles and their orthologs in S. vulgaris (dS"). The lines indicate median
dS values in 1-cM bins. Based on Pettitt's change-point test using the estimated
Slat-dS*" values, we defined three strata, 0 (dS* > ~0.10), 1 (0.05 to 0.10),

and 2 (0.01 to 0.05). (K) Proportion of genes ancestrally present (defined in the text)
that have been lost from the S. latifolia and S. dioica Y chromosome. Complete
loss means that the genome region corresponding to the gene is completely absent
from the Y chromosome. Predicted gene loss means that the putative gene is not
predicted in the Y sequence by our annotation or it is disrupted.
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S. vulgaris average 0.04 and 0.21, respectively.
Most sequences in these species are diploid
despite an ancient genome duplication event
at the K-Pg boundary (with dS = 0.65 to 0.75;

— CACTA— Mulator — IPIF_Harbinger — Copia — Unionoram

Fig. 1B and fig. S1), which is consistent with

other plant polyploidization events (28, 29).
The S. latifolia Y chromosome sequence forms

six super-contigs totaling ~480 Mb. Genetic

mapping of markers in male meiosis revealed
alarge nonrecombining male-specific region
of the Y chromosome (MSY) and a pseudoau-
tosomal region (PAR) at one chromosome end
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Fig. 4. Comparative genomic analysis between S. latifolia and S. vulgaris.
(A to C) Genomic contexts of chromosomes 1 to 4 of S. vulgaris and their detailed
relationship with the X and Y chromosomes of S. fatifolia. (A) TE distribution.

(B) Genetic recombination map showing wide, recombinationally inactive regions with
accumulation of Gypsy and unknown LTR-TE classes (fig. S17). (C) Half of the X
chromosome (and potentially also the ancestral Y chromosome) shows synteny with
recombinationally active regions of S. vulgaris chromosome 4. The other half may

be derived from fusions involving S. vulgaris chromosomes 1 to 3 regions, some of
which are currently nonrecombining. (D and E) Sequence homology—based clustering
of the Gypsy (D) and unknown LTR-TE classes (E) extracted from X/Y chromosomes
in S. latifolia and chromosomes 1 to 4 in S. vulgaris. Many are specific to the X or
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Y chromosome or are lineage specific. (F and G) Numbers of Gypsy (F) and unknown
type (G) TE clusters (defined as sequences with the divergence values indicated on
the x axis) as proportions of the total numbers of each TE type in S. latifolia and

S. dioica. The x axis shows clusters defined using threshold values of up to 15%, which
approximately quantify the divergence of extant insertions from their ancestral
sequences and therefore reflect the insertions’ ages. The figure shows that the X and
Y chromosomes of both species are rich in TE bursts that are older than bursts on
the S. vulgaris chromosome 4. (H to K) Sequence homology—-based clustering of the
recent (>95% identity) Gypsy [(H) for X and (I) for Y] and unknown classes of LTR
[(J) for X and (K) for Y] TEs extracted in S. latifolia and S. dioica. Most clusters indicate
lineage-specific bursts.
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(10, 15). We anchored MSY contigs cytogenetic-
ally by fluorescence in situ hybridization (FISH)
using dense probes specific to each contig end
(see Fig. 2, A to H; fig. S2; and the materials
and methods for details). All chromosomes are
metacentric, but the Y arrangements differ
within S. latifolia, as the arrangement in our
family (using parent plants from Germany)
differs from that in a Norwegian family (named
K-line) used to determine marker orders by
deletion mapping (30) (Fig. 2H and fig. S3).
CENH3 antibody peaks and dense tandem
repeats indicate the autosome centromere lo-
cations (figs. S4 and S5). No mature repeats
were found in the Y centromeric region (Fig.
2I and fig. S5B), supporting rearrangements
changing the relative Y chromosome centro-
mere location. Consistent with this, the densi-
ties of H3K9me2 (a common heterochromatin
epimark) and DNA methylation in young leaves
(mainly in the CG and CHG contexts) are
highly distributed throughout the MSY (Fig. 2,
J to L). Long terminal repeats (LTRs) of the

0.23~-0.20

Gypsy and Unknown classes are enriched across
the MSY and in autosomal pericentromeric
low-recombination regions (Fig. 2K, figs. S6
and S7, and table S2), as discussed below.

Identification of the sex-determining
gene candidates

Deletion mapping confirmed Westergaard’s
finding of MSY regions affecting male and
female flower organs (31, 32). We identified
regions in our assembly syntenic with two pre-
viously identified; the GSF and SPF regions
(figs. S8 and S9), both in the current Yp arm
(30), which include 31 and 62 candidates, respec-
tively (tables S3 and S4). Some candidate genes
are absent from the S. dioica Y chromosome
and were excluded from further consideration.
Expression analysis in early flower primordia
supported the previous GSF candidate (33), a
CLAVATAS3-like gene (SICLV3) that may affect
flower meristem size and gynoecium develop-
ment. Its X and Y copies are highly diverged
(dS™ = 0.179), and in male flower bud primor-

dia, we detected only Y-SICLV3 expression, con-
sistent with the previous study. Experimental
virus-induced gene silencing (VIGS) of Y-SICLV3
in male S. latifolia with apple-latent spherical
virus (ALSV) (34) resulted in the formation of
functional hermaphrodite flowers (Fig. 2, M
to S; fig. S10; and table S6), validating this
conclusion for the first time. One candidate
within the SPF region is an ortholog of the
immunophilin-like FKBP42/TWISTED DWARFI
(TWDI) gene, which is required for androecium
development in angiosperms (35, 36). This
gene is Y specific in S. latifolia and S. dioica
and exhibits high expression in male flower
primordia (table S4); the effects of silencing
TWDI have not yet been tested.

Differentiation of X and Y chromosomes
in Silene

The S. latifolia and S. dioica MSYs show little
homology with their X counterparts (fig. S11).
Gene-based syntenic block analyses detected
many Y-specific duplications (Fig. 3, A to C, and

ancestor - X chv. (ORI
) - ”(:t:r im0 " il ce: xx
r proto Y lff @ =
) Y-CLV3 \\ / U \E
F
SFF = M > Mala Xy
i duplications Structural ale:
(:I:J (:X:) w LTR-TEs rearrangements [GSFISPF]
S T e 7 _,
(:,:-é Chromosome fusion 'ﬂ @
o Famake: XX
X chr. [gatiapd]

: : LTR-TEs

Gynodioacy

Fig. 5. Model for the rapid and dynamic sex chromosome evolution in

S. latifolia and S. dioica. Under the two-mutation model for the evolution of
separate males and females from a hermaphroditic plant, the SPF loss-of-function
mutation occurred first, before the oldest nonrecombining stratum evolved. The SPF
gene has not yet been identified. The second mutation (gain of a dominant gynoecium-
suppressing function on the Y chromosome, the Y-SICLV3 allele), produces males.
This gene has an X-linked allele, allowing its location to be identified as being within the
oldest stratum, O, consistent with its high Y-X divergence. Assuming that the SPF,
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Y-SICLV3, and a possible sexually antagonistic gene, SIBAML, were within the left
ancestrally recombining region, selection would have favored suppressed recombina-
tion, explaining the evolution of stratum 0. After recombination stopped, the duplicated
regions evolved on the Y chromosome left arm, also before the split of S. latifolia
and S. dioica. Recombination subsequently stopped across the pericentromeric region
in which it was previously infrequent. Each time recombination became suppressed,
TEs and rearrangements accumulated, including accumulating to even higher than
previous levels in the pericentromeric regions.
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figs. S12 and S13), especially in S. dioica. One
highly duplicated region (highlighted in gold in
Fig. 3C and fig. S13) is shared by both species.
In S. latifolia, these paralogs show high dS, peak-
ing at 0.241 + 0.022 (Fig. 3B), similar to the value
of 0.213 for S. latifolia-S. vulgaris divergence and
for the oldest recombination suppression event
(Fig. 3J). Duplications therefore started accu-
mulating immediately after XY recombination
stopped, which was almost contemporaneous
with the split of S. latifolia and S. dioica from
the S. vulgaris lineage. These duplicates have
much higher nonsynonymous site divergence
(dN) than for genome-wide paralog pairs with
similar dS values (0.158 to 0.316); the respec-
tive mean dN/dS values are 0.59 versus 0.38
(P = 4.6 x 10726, Wilcoxon’s test) (Fig. 2D).
McDonald-Kreitman tests (37) indicated that a
few of the S. latifolia duplicates may be posi-
tively selected (P < 0.1; Fig. 3E), possibly in-
creasing their expression from the degenerating
Y chromosome, but most are selected against
or evolving nearly neutrally (neutrality index =
0.8~1.5, P > 0.1, G tests), consistent with the
expected weaker purifying selection after dup-
lication (38).

Recombination in S. latifolia female meiosis
is also infrequent across much of the X chro-
mosome (Fig. 31) (39, 40). Recombinationally
inactive regions occupy most of the middle re-
gion of all chromosomes, including in S. vulgaris,
supporting previous results suggesting the
presence of physically large pericentromeric
regions (10, 15). Consistent with rare recombi-
nation, LTR retrotransposons (LTR-TEs) and
DNA methylation densities in these regions
are almost as high as in the MSY (Fig. 3, F to
I, and figs. S6 and S7).

To test whether recombination suppression
has occurred, and when, we estimated dS be-
tween complete X chromosome coding sequences
and their MSY alleles. In both S. latifolia and
S. dioica, genes distant from the PAR have the
highest values (Slat-dS*Y and Sdio-dS™, respec-
tively, in Fig. 3J). Within this oldest stratum, O,
median Slaz-dS™ values in 1-cM bins range from
0.10 t0 0.23, close to the S. latifolia and S. vulgaris
divergence (dSl”) estimates. Using either X ge-
netic or physical map positions, dS* declines
toward the PAR, which recombines in both
sexes (Fig. 3J), confirming results using X
genetic map positions without an X as-
sembly (15, 40, 4I). Change-point tests (42)
detected two changes in Slat-dS*¥ values (with
P=26x10"and P = 2.7 x 107%), indicating
two recombination suppression events (Fig.
37).

The availability of Y chromosome assemblies
allows us to relate Y chromosome degeneration
to strata ages. Following the approach devel-
oped for humans (72), we first defined ances-
tral genes that are present on the S. latifolia or
S. dioica X chromosome and found in similar
proportions across all homologous S. vulgaris
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regions (fig. S14). We used two degeneration
criteria: (i) loss of the gene’s complete sequence
from the Y chromosome and (ii) genes not
predicted on the Y chromosome (including dis-
rupted genes). In many stratum 0 windows
(corresponding to part of the X chromosome-
recombining region to the left of the central
rarely recombining region), >70% of S. latifolia
and S. dioica genes are X specific (Fig. 3K),
much greater degeneration than was previous-
ly estimated without a Y assembly (43). Degen-
eration is less in stratum 1, which includes
parts of both recombining X regions plus the
>200-Mb pericentromeric rarely recombin-
ing region (Fig. 3, I and J; the dotted box in-
cludes genes within this small genetic map
interval). Ancestral gene losses are even rarer
in the small stratum 2 near the PAR (Fig. 3K),
which includes partially sex-linked genes in
S. dioica that stopped recombining in S. latifolia
since the species split (41, 44, 45) and shows
slightly, but significantly, higher Y-X diver-
gence (fig. S15).

Processes to establish recombinationally
inactive regions in sex chromosomes

Chromosome-wide synteny analysis with
S. vulgaris found that most of the S. latifolia
and S. dioica X chromosomes correspond to
a single S. vulgaris chromosome, chromo-
some 4, but portions correspond to three other
S. vulgaris chromosomes (Fig. 4, A to C, and
fig S16), indicating either fusions with other
S. vulgaris chromosomes before the S. latifolia
and S. dioica split or rearrangements in the
S. vulgaris lineage. Stratum O and part of stra-
tum 1 overlapping the X pericentromeric re-
gion correspond with a recombinationally active
part of S. vulgaris chromosome 4 (Fig. 4C),
confirming that the S. latifolia and S. dioica
MSYs newly evolved suppressed recombina-
tion. Their homologous strata 0 and 1 regions
are arranged differently, and therefore rear-
rangements must have independently evolved
in their MSYs after recombination became
suppressed.

In both S. latifolia and S. vulgaris, recombi-
nationally inactive regions are highly enriched
with LTR-Gypsy and LTR-unknown class TEs
(Fig. 4, A and B, = -0.68 to -0.6; figs. S6 and
S7 and S17 and S18). To examine the potential
involvement of TEs in sex chromosome expan-
sion, we extracted Gypsy and unknown-class
TEs from the S. latifolia X- and Y-chromosome
sequences and the four syntenic S. vulgaris
chromosome regions. Using a 20% net diver-
gence threshold, most sequences are specific
to one species or to the S. latifolia X or Y chro-
mosome (Fig. 4, D and E, and table S6). In
clusters shared by the S. latifolia X and Y chro-
mosomes, or by both species, recently gener-
ated subclusters (bursts defined by dS < 0.1)
tended to be more chromosome specific than
older ones, as expected (fig. S19 and table

S6). Divergence estimates of LTR coding se-
quences (Fig. 4, F and G) suggest that most
insertions occurred recently, consistent with
generally being deleterious (25). Insertions
in the S. latifolia X and Y chromosomes tend
to be older than those in S. vulgaris. Never-
theless, most bursts occurred after the oldest
stratum O formed (dS > 0.1, see above), and
were therefore not the cause of recombina-
tion arrest, but rather probably contributed to
MSY expansion after recombination stopped.
Furthermore, LTR-TE accumulation in the X
and Y chromosomes occurred independent-
ly in S. latifolia and S. dioica (based on clus-
ters having net divergence < 0.05; Fig. 4, H to
K). Synteny analysis also detected rearrange-
ments between the large S. latifolia and
S. dioica X chromosome pericentromeric re-
gions (fig. S20A), and even within S. latifolia
(39) (figs. S20B and S21), suggesting ongoing
rearrangements of these rarely recombining
regions, perhaps involving TE activities.

What might have caused suppressed MSY
recombination in regions that recombine be-
tween the X chromosomes in females? Under
the two-gene hypothesis described above, both
primary sex-determining genes should be in
the region that first evolved suppressed re-
combination. The GSF, Y-SICLV3, is indeed
within stratum O (the terminal location of its
X-linked copy probably reflects its ancestral
position; it is between 84 and 86 Mb of our
Y assembly, reflecting MSY rearrangements;
Fig. 3A and fig. S8). However, because of the
SPF candidate’s Y specificity in S. latifolia and
S. dioica and Y rearrangements, its X position
cannot be assigned. We found a possible sexually
antagonistic gene, SIBAMI, near the left end of
stratum O (fig. S22, A to C) that potentially con-
tributes to S. latifolia’s secondary sexual trait
dimorphism(s). BARELY ANY MERISTEM 1/2
(BAM1/2)-like receptor-like Kinases often func-
tion in reproductive processes and flower mor-
phological development through CLVI/3-related
pathways (46-48). SIBAMI has male-specific
Y-BAM]1 sequences in our S. latifolia and
S. dioica individuals, and the gene is also pre-
sent in the hermaphrodite S. conica (fig. S22B).
Ectopic expression of Y-BAMI in Nicotiana
tabacum under the regulation of its native
promoter substantially increased flower num-
bers per inflorescence (P = 0.39 x 10™*) and
reduced flower size (P = 0.00015), as in S. latifolia
males (fig. S23 and table S7) (49). Thus, selection
for closer linkage between the primary sex-
determining factors and SIBAMI might have
contributed to stratum 0 evolution.

It is unclear how or why the other strata
evolved. Assuming that the ancestral state re-
sembled the present X chromosome, stratum
1 formation involved cessation of recombination
between stratum O and regions corresponding
to parts of S. vulgaris chromosomes 2 and 3,
including regions that are pericentromeric and
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recombinationally inactive in females and in
S. vulgaris (Fig. 4D). Sexually antagonistic poly-
morphisms in this region that were undetected
in Y deletion experiments could have favored
recombination suppression. However, alterna-
tives are possible. It was recently proposed
(5, 6) that successive “lucky” inversions (or
other changes) might become fixed among
Y chromosomes by chance, extending the non-
recombining region without being favored
through involvement of SA polymorphisms.
In one model, re-evolution of recombination
is prevented by evolution of low expression of
Y-linked alleles, accompanied by higher ex-
pression of their X counterparts, a form of
dosage compensation (5). We tested this by
quantifying gene expression in young leaves
of male and female S. latifolia. For genes in
both stratum 0 and the probably still degen-
erating stratum 1, mean male values (normal-
ized to equalize autosomal values in both sexes)
are above half those in females (fig. S24 and
table S8), confirming the previously reported
partial compensation (16-18). However, in the
younger, much less degenerated stratum 2,
expression is similar in both sexes (fig. S24,),
whereas the Lenormand and Roze (5) model
requires early repression of Y-linked alleles
and up-regulation of their X alleles. The ex-
pression estimates also do not reflect DNA
methylation patterns (fig. S25), as proposed
previously (50).

A model for evolution of the Silene
sex chromosomes

Figure 5 summarizes a model for the evolution
of the Silene Y and X chromosomes based on
our results supporting suppressed recombi-
nation between factors in X chromosome re-
gions that formerly recombined. Under the
two-mutation evolutionary scenario (20), the
establishment of the (as yet unidentified) SPF
mutation creating females was probably fol-
lowed by the GSF (SICLV3) mutation in a close-
ly linked genome region. Selection favored
suppressed XY recombination, creating stratum
0. This was possibly followed by further selec-
tion due to the Y-linked SIBAMI gene that we
found to control a major sexual dimorphism in
the species, strongly suggesting that its alleles
are sexually antagonistic. Once recombination
became rare, TE insertions and rearrangements
accumulated in the MSY region, including
Y-specific duplications (Fig. 3A and fig. S12A),
further hindering recombination within stratum
0 and perhaps also with the pericentromeric
region, enlarging the Y-linked region.

Itis unknown how or why stratum 1 evolved.
Fusions or Y duplications could have expanded
the rarely recombining pericentromeric re-
gion by shifting crossovers toward the PAR,
creating stratum 1. Y deletion maps suggest a
pericentric inversion, which could have linked
the initial stratum 0 MSY with segregating
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SA polymorphisms in the pericentromeric
region or nearer the current PAR on the Yq
arm. Our genome sequences thus help to
explain the evolution of a giant Y chromoson
and why the X chromosome is also large. The
fewer X than Y structural rearrangements
suggest that its large pericentromeric region
does not completely lack recombination but
occasionally recombines. TE insertions, in-
cluding recent female-specific proliferation of
some active retrotransposon types (51), can
nevertheless enlarge this rarely recombining
region, and our results show that the S. lazifolia
and S. dioica X chromosome pericentromeric
regions are independently expanding through
TE activities. However, rare recombination
will prevent gene loss, and degeneration there-
fore mainly affects the Y chromosome. The Y
chromosome is still actively rearranging, be-
cause we detected Y structural differences. It is
also still degenerating, although stable het-
erochromatic epimarks, including DNA meth-
ylation, are present throughout the MSY. Many
X-linked genes are already hemizygous in
males, and dosage compensation has started
to evolve in strata O and 1, but Y degenera-
tion and X-linked allele up-regulation do not
account for the youngest stratum, stratum 2.
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TOPOLOGICAL OPTICS

Four-dimensional conserved topological charge
vectors in plasmonic quasicrystals

Shai Tsesses*?, Pascal Dreher?, David Janoschka®, Alexander Neuhaus3, Kobi Cohen’,
Tim C. Meiler*®, Tomer Bucher®, Shay Sapir*®, Bettina Frank?, Timothy J. Davis®*”,
Frank Meyer zu Heringdorf®, Harald Giessen*, Guy Bartal**

According to Noether’'s theorem, symmetries in a physical system are intertwined with conserved
quantities. These symmetries often determine the system topology, which is made ever more complex
with increased dimensionality. Quasicrystals have neither translational nor global rotational symmetry,
yet they intrinsically inhabit a higher-dimensional space in which symmetry resurfaces. Here, we
discovered topological charge vectors in four dimensions (4D) that govern the real-space topology of 2D
quasicrystals and reveal their inherent conservation laws. We demonstrate control over the topology
in pentagonal plasmonic quasilattices, mapped by both phase-resolved and time-domain near-field
microscopy, showing that their temporal evolution continuously tunes the 2D projections of their distinct
4D topologies. Our work provides a route to experimentally probe the thermodynamic properties of
quasicrystals and topological physics in 4D and above.

opology is the study of geometrical ob-

jects and their conserved properties under

continuous deformation such as stretch-

ing, twisting, and bending. The values of

conserved properties, often referred to as
topological charges, can have a profound in-
fluence on the behavior of the system, from
the formation of cosmic objects (I) to the dis-
locations of simple wave interference (2). Topo-
logical analysis has been especially impactful
in the fields of condensed matter physics and
optics, revealing robust transport phenomena
(3, 4) and exotic phase transitions (5, 6) be-
cause of the existence of a topological charge
in energy-momentum space known as the Chern
number (7). Conversely, real-space topological
charges can be used to control the way that light
interacts with matter (8, 9) or may represent
digital information for storage, processing, and
transfer (10, 11).

Dimensionality greatly influences the topol-
ogy and subsequent topological charges of a
physical system (12-14), producing a larger
variety of phenomena as it increases (15-17).
The search for more complex topologies in
a given physical system led to methods for
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artificially increasing system dimensionality
(18-20), creating the field of physics in syn-
thetic dimensions (2I). By contrast, quasicrys-
talline systems (22, 23) can naturally have
higher-dimensional topologies (24), resulting
in the generation of topological charge vectors,
as was previously observed in the band struc-
ture of atomic (25) and optical (26) systems.

Because quasicrystals have additional de-
grees of freedom compared with ordinary pe-
riodic structures, they behave as regular crystals
but in a higher-dimensional plane (27-29). Thus,
the topology in this higher-dimensional plane
should affect the real-space structure of quasi-
crystals, making them an ideal platform with
which to examine topological physics in higher
dimensions. However, because topology is
closely linked with the symmetry of the sys-
tem (30), and quasicrystals lack translational
or global rotational symmetry in the phys-
ical plane, the challenge of identifying and
observing their topological charges in real
space remains.

High-dimensional dislocations determine
the topology of quasicrystals

We start by reviewing the relationship between
topological charges and dislocations. The to-
pology of the parameter space associated
with a physical system can be determined by
mapping the changes in the physical param-
eters along a closed loop in real space (31). For
example, a wave exhibiting orbital angular mo-
mentum forms a vortex with a phase singu-
larity at its center, which represents a defect
also known as a dislocation in the parameter
space (i.e., the phase of the wave). By mapping
the change in phase along a loop enclosing
the singularity, completing the loop accumu-
lates a total phase that is an integer multiple
q of 2r. The integer g characterizes the topo-
logical charge of the vortex (32), denoting the

number of times that the phase completes a
unit circle along the loop.

The same dislocation can also be described
from another perspective: To return to the start-
ing phase, one needs to subtract b = 2rq, which
can be thought of as a one-dimensional (1D)
vector. Extending this concept to many dimen-
sions results in dislocation vectors that in turn
can give rise to topological charge vectors. This
point of view is common in crystallography,
where a displacement vector in the crystal, the
Burgers vector, defines the existing dislocation
and the underlying topology of the crystal (31).
There is some similarity between the disloca-
tions in a crystal and those in a wave vortex,
because summing over the atomic lattice vec-
tors while traversing in a closed loop about the
crystal dislocation gives a nontrivial (nonzero)
outcome. We will show how dislocations hold
the key to understanding the topological charges
of quasicrystals, which naturally exhibit higher-
dimensional behavior.

Quasicrystals can be represented as a super-
position of waves with different phases (27-29),
from which one can deduce the form of the
possible dislocations. This work focuses on
pentagonal crystals (33-35), the simplest 2D
quasicrystals created by five waves interfer-
ing in a plane (Fig. 1C) and represented by the
function

5 g —
f(r)= Rez | S| €% g™ (1)
m=1

where | /.|, ¢,,, and iém are the amplitude, rela-
tive phase, and wave vector of every wave in
the interference pattern, respectively, and 7 is
an in-plane position vector. This description is
valid for any pentagonal system provided that
one considers only low-order %xcitations, where-

in the sum of phases I' = Y ¢,, is constant
m=1

5
up to integers of 2r and > k;, = 0 (28, 36)

(i.e., the wave vectors spanigfrleglﬂar pentagon).

Consequently, the form of the dislocation vec-
tor associated with defect§ in the guasicrystal,
b= ([b], bQL [bg, b4]) = (bp}wmm, bphasan), also
known as the Burgers vector (37), can be con-
structed solely from the four remaining in-
dependent relative phases o,, (28, 29, 36) as
follows:

- o sin(2rn/5) -
¢n = kn : bphmwn + kaod(zm.ﬁ)
- T
: bphason + g (2)

where 7 is an integer with the possible values 7 =
{L..../4}, The system of equations in Eg. 2 implies
that Opnonon Tepresents displacements in the
physical 2D space known as phonons, and
Ophason TEDTEsents displacements in two ad-
ditional degrees of freedom called phasons.

science.org SCIENCE



RESEARCH | RESEARCH ARTICLES

Fig. 1. Studying dislocations in quasicrys- A
tals and their resultant topological
charges: Concept and implementation.

(A) Close to their ground state, quasicrystals
in pentagonal symmetry can be described

by the interference of five waves, oriented at
angles that are integer multiples of 2r/5.

(B) Implementation of the concept in (A) using
a pentagonal coupling slit carved in a gold
layer, launching electromagnetic surface waves
(SPPs) from each of its edges. (C and D) The
amplitude, phase, and vector properties of
the interference pattern are measured in two
complementary ways: scattering scanning
near-field optical microscopy (s-SNOM), which
is time-averaged (C), and two-photon photo-
emission electron microscopy (2PPE-PEEM),
which is time dependent (D). In s-SNOM,

light is collected by scattering the near field
with a sharp metallic tip, and in 2PPE-PEEM,
electrons are emitted from the sample and
used to image the near field through a short
laser pulse arriving after the initial excitation.
[See (36) for further explanations about

the measurement methods.]

This representation is consistent with a periodic
4D space with elementary reciprocal vectors

&= ([En} [Zﬁggﬁg k)mod(gnj)]) defining the
higher-dimensional space (28, 36). Equation 2
illustrates the inherent higher dimension-
ality of quasicrystals and identifies the two
ways to influence their topology: (i) by in-
dividually engineering the relative phases of
waves comprising the crystal or (ii) by tuning
their sum.

Identifying topological charge vectors
in quasicrystals

From Eq. 2, it is clear that every configuration
of relative phases ¢,, will result in some dis-
location vector in the 4D space, affecting the
2D projection of the quasicrystal (38, 39). For
the specific choice ¢, =222 Qe {0,+1,+2}
we found, unexpectedly, that the resulting vec-
torsbrepresent multidimensional topological
charges, or topological charge vectors. Specifi-
cally, they adhere to a vector topological charge
conservation law similar to that of other scalar
systems (7, 40), which takes the form

le - sz = le*Qz (3)

where BQI , ZQZ , ZQ2 _q, are different topological
charge vectors, found by assuming ¢,, = 2"2‘2‘,
21[?;Q2, and 2”"(Q1*Q2*55 (1—Q)/3 ), respectively,
in Eq. 2. Equation 3 is strictly fulfilled up to

an elementary lattice vector in the emergent
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periodic 4D space and has a cyclic dependence
because of the finite number of solutions (40).
See (36) for the full list of vectors fulfilling
Eqg. 3 and verification that it indeed persists.
The vector bq—ois the trivial vector because
there are only four nontrivial topological charge
vectors according to Eq. 2, yet it is added for
completeness of the point group symmetry of
the system.

A similar requirement on the relative phases
in a periodic or circular 2D system results in
the existence of scalar topological charges,
which are identified as phase singularities in
the time-averaged wave interference pattern
(40). These phase singularities have little mean-
ing in the real-valued function of the crystal
(Eq. 1), which is often used to define a charge
distribution (27-29), but are immensely im-
portant in the analysis of waves (31). As we show
experimentally below, such phase singularities
are incapable of identifying the topology of
the system for a quasicrystal, thus requiring the
existence of topological charge vectors in the
higher-dimensional space.

Although the topological charge vectors are
4D, they have only two nonzero components:
one related to b pnonon and the physical 2D space
topology and another related to b,p45, and
the topology in the two additional dimensions
of the quasicrystal. This property, which stems
from the two incommensurate length scales in
our system (28, 29), greatly resembles the ex-
tension of the Chern number to a two-component

vector in the 4D quantum Hall effect with quasi-
crystals (25, 26).

4D topology of pentagonal
plasmonic quasilattices

‘We explore the 4D topology described above by
creating a pentagonal quasilattice of surface
plasmon polaritons (SPPs) (41), electromag-
netic surface waves existing at the interface
between metallic and dielectric materials. For
this, we used gold surfaces with pentagonal
coupling slits nanofabricated through focused
ion beam milling (Fig. 1D). Such a system
exhibits the spin-orbit interaction of light (40),
and similar designs were recently used to in-
vestigate a variety of nanophotonic topological
charges (42, 43). The spin-orbit interaction of
light determines the topological charge vector
in the plasmonic quasilattice through a con-
servation law similar to Eq. 3 (36), where Q;,Q-
and Q, - @, are replaced by physical constants
related to the angular momentum of light, as
in systems with the same SPP excitation mech-
anism (40, 44).

To fully characterize the topology, we used
two complementary techniques: phase-resolved
scattering scanning near-field optical micros-
copy (SNOM; Fig. 1E) (40, 42, 45) and time-
resolved two-photon photoemission electron
microscopy (2PPE-PEEM,; Fig. 1F) (43, 46). 2PPE-
PEEM is capable of recording the deep subcy-
cle temporal evolution of the SPP quasilattice,
which has a cycle time of a few femtoseconds,
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Fig. 2. Phase-resolved near-field microscopy
of pentagonal plasmonic quasilattices. We
showed that different pentagonal plasmonic
quasilattices are not topologically distinct

in 2D by examining their phase singularities.

(A to C) Amplitude (A) and phase (B) of the out-
of-plane field E, of three different interference
patterns of SPPs generated by impinging three
different coupling slits with light carrying the
same circular polarization (C). The positions of
the edges making up the coupling slits were
shifted to produce the required relative phases
0p = 2 in Eq. 2, which generate the

distinct topological charge vectors EQ written
above each panel in (C) [R is a characteristic
length in the 4D space of the quasilattices,

¢ = (14 /5)/2 is the golden ratio] (40). In
each pattern, the central interference area,
marked by a dashed circle in (A) and (B),
shows the expected phase singularity from the
relative phases, which should characterize the
entire mode. By contrast, the solid circles in
(B) show that all five possible phase singularities
in 5-fold symmetry (-2 < g < 2) appear in each
of the modes, albeit at different locations. One
phase singularity is insufficient for characterizing
the modes in their 2D representation, making
them topologically indistinguishable in 2D. The
imaged area is marked by a light square in each
panel of (C), the location of which varies in
accordance with the shifted position of the SPP
interference pattern.

Al

Fig. 3. Topological charge

conservation in pentagonal

plasmonic quasilattices.

(A) Measured amplitude of

the out-of-plane electric field

E,, for a coupling slit with

shifted edges such that

o, =22 (Q = 1). Because

both amplitude and phase A
are extracted in the mea-

surement, it is possible to

reconstruct the two in-plane

field components in the cir-

cular basis (E. and E_)

through Maxwell's equations

(42). Whereas the out-of-

plane field has 2 topological B =k s ™ (0,0,0.0)
charge vector b,, the two

in-plane field components

have different topological E +IE,
charge vectors, b and b_, |E|=|_.E_
respectively. In the physical

2D plane, this manifests as

a constant difference between the winding of every phase singularity for each field component (examples are marked in every panel by a dotted circle). (B) By
choosing a different value of ¢, = % through incident polarization or coupling slit design, a different set of topological charge vectors is generated. Conveniently, all
topological charge vectors can be represented in the same plane, because for b= (b1, b2], [b3, ba]), only their b, and by values are nonzero. Thus, the topological
charge vectors of each mode form a triangle with a certain area. By performing a line integral through Stokes' law, keeping the direction of integration constant,
and normalizing by the area of the projected 4D unit cell, the area of each triangle becomes exactly Q. Thus, topological charge conservation for vector pentagonal
quasilattices is identical to an area law conservation.
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whereas SNOM provides time-averaged mapping
of its amplitude and phase. Both methods have a
sufficient deep-subwavelength spatial resolution.

The symmetry of the measured SPP field in
both methods is different (as illustrated in Fig.
1, E and F): SNOM captures the time-averaged,
complex field, exhibiting strictly pentagonal
symmetry, whereas 2PPE-PEEM extracts the
time-dependent, real part of the field, result-
ing in decagonal symmetry. Furthermore, SNOM
captures the out-of-plane field component E.,
whereas in a pump-probe experiment involv-
ing SPPs, 2PPE-PEEM predominantly mea-
sures the in-plane field components E, and E,
(47). Both methods, nevertheless, are capable
of extracting the full vector field independent-
ly (42, 43). For more information about our
various sample preparation and measurement
protocols, see (36).

The time-averaged out-of-plane field mea-
surements of pentagonal SPP quasilattices (Fig. 2,
A and B) revealed that each lattice contains all
possible phase singularities (i.e., ¢ = -2,-1,0,1,2),
albeit at different locations. Furthermore, as
suggested in (29) and further investigated in
(36), the lattices are locally isomorphic, mean-
ing that a field pattern in one lattice can al-

Fig. 4. Controlling the A
2D projection of topo-
logically distinct qua-
silattices with the

temporal phase. We

verified that two plas-

monic quasilattices

are topologically distinct

by measuring their tem-

poral evolution, which

exhibits similar patterns D
at different times. To
this end, we examined
two lattices generated by
the same coupling slit.
(A) SEM micrograph of
the coupling slit used for
the time-resolved mea-
surement supporting two
plasmonic quasilattices
with relative phases 1

—
[ ]

ways be found in the others. Thus, the lattices
appear to be topologically indistinguishable
in 2D despite being distinguishable in 4D and
having different topological charge vectors (dis-
played above each image in Fig. 2C).

In contrast to the purely scalar fields con-
sidered thus far, SPPs are composed of a 3D
electric field (42, 43). Thus, each of the three
field components is associated with a differ-
ent topological charge vector determined by
a conservation law articulated in (36). This
conservation law is a direct result of Maxwell’s
equations, and relates the topology of the in-
plane rotating fields (i.e., left-circular or right-
circular) to the topology of the out-of-plane
component. Therefore, 2D phase singulari-
ties around the same point appear with dif-
ferent windings in different field components,
as demonstrated through time-averaged mea-
surements and in accordance with the relation
between their respective values of Q (Fig. 3A).
Combined with topological indistinguishabil-
ity in 2D, this unique vectorial trait changes
the field orientation at any given position with
time, effectively causing vector field features
to disappear at one location and reappear in
another (as demonstrated in movies S1 and S2).

Experiment

0, =22 0=0-2 il S v 4
determined by changing 1210 8 6 4 2 0
the handedness of tIJfQ =0 /T

incident illumination.

(B) Real out-of-plane electric field of a quasilattice with Q = -2, extracted from

a time-resolved PEEM experiment (51). The different accumulated temporal phase
appears above every panel in (B). The dashed square in (A) marks the field

area shown. (C) Same as (B) but with Q = 0. Similar field distributions are marked
by bold frames and appear at different times for different quasilattices, as predicted.
(D and E) Measured (D) and simulated (E) correlation between the two
topologically distinct quasilattices as a function of their respective accumulated
temporal phases. The vertical and horizontal axes represent the accumulated
temporal phase of the field presented in (B) and (C), respectively. Inset in (D) shows
a magnified region of the measurement times presented in (B) and (C), where the

SCIENCE science.org

Indistinct as it may be in 2D, the behavior of
SPP quasilattices can be clearly understood in
the 4D higher-dimensional space of quasicrys-
tals, where the topological charge vectors of all
field components form a triangle (Fig. 3B). A
line integral surrounding the area of the triangle
(i.e., using Stokes’ law) gives exactly the value @
(36). Therefore, the vector nature of SPPs trans-
forms the topological charge conservation in
Eq. 3 into an area conservation law, holding true
for any divergence-free vector field fulfilling sim-
ilar relations to Maxwell’s equations (48, 49).

Controlling the 2D projection of plasmonic
quasilattices with temporal phase

After exploring how the relative phases of the
waves affect the topology of a quasicrystsal, we
then investigated the influence of their sum.
In doing so, we return to Eq. 1, noticing that
it has the same functional form as the time-
dependent solutions of the wave equation.
Thus, one can write the relative phases ¢,,, of
any monochromatic system satisfying the wave
equation, e.g., electromagnetic, acoustic, etc.,
in the form ¢,,, = 0,, - wt. Here, o is the tem-
poral frequency of the waves, ¢ is the time co-
ordinate, and o,,,, is the set of parameters tuning

# ¥ o
12 10 8 6 4 2 0
oo/ T

stars mark the coincidents of similar distributions indicated by the bold frames. The
temporal distance between the similar distribution remains the same up to the
temporal resolution of the measurement (manifesting in a phase error of ~0.125x)
and is marked by At in the inset of (D). Color bar for both (D) and (E) is shown in the
inset of (E) and represents the value of correlation between images of the two
lattices at various times. The experimental correlation map in (D) greatly depends on
the available field of view and the temporal resolution of the measurement. However,
(E) shows that both effects can be accounted for by the simulation. Correlation
without any such restrictions is given in fig. S2. The dynamics of the full vector field
in (B) and (C) is given in movies S1 and S2, respectively.
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the independent relative phases. For the choice
of 0, = 2";"‘2, Eq. 2 remains the same, but the
sum of all relative phases I becomes exactly
-5wt (36). In this case, the topological charge
vector does not change with I', which relates
directly to the global time-dependent phase
accumulation of the interference pattern. In-
stead, a constant phase factor is added to the
interference, changing the 2D projection of
the quasicrystal in time. Thus, whereas the
time-averaged measurements of SPP quasi-
lattices could not distinguish between latti-
ces with a different topology, a time-dependent
measurement can obtain the necessary infor-
mation to do so.

A corresponding observation of this princi-
ple is presented in Fig. 4. We measured two
topologically distinct SPP lattices at different
times (examples are shown in Fig. 4, B and C)
and correlated the time-resolved measurements
as a function of the time difference (Fig. 4, D
and E). We found that topologically distinct
quasicrystals exhibited a similar real-space
shape at different times [see (36) and fig. S2],
and this time difference remained constant
throughout their temporal evolution [see ex-
planation in (36)]. Therefore, measuring the
quasilattice at certain times allows one to se-
lect specific 2D projections and reveals the rela-
tionship between topological charge vectors
of different quasilattices. Finally, understand-
ing the topology of a quasicrystal made of
interfering waves can only be complete once it
is examined both in a time-averaged and a time-
resolved manner.

Outlook

Our results prove the existence of topological
charge vectors in the higher-dimensional space
of 2D quasicrystals. The quasicrystal field distri-
bution is a projection from higher-dimensional
space and contains information about the higher-
dimensional topology, which we monitored and
controlled in a model experimental system: the
interference of electromagnetic surface waves
on gold. In principle, many of our results could
be reproduced in other wave systems. There-
fore, we conclude that quasicrystalline wave
interference patterns are a simple and straight-
forward path to examine the topology of phys-
ical systems in higher dimensions.

Because of the pentagonal symmetry that we
investigated, our topological charge vectors man-
ifest in 4D. However, a higher prime-number sym-
metry provides more degrees of freedom and
more nondegenerate topological charge vectors,
scaling up the dimension of the examined topol-
ogy. Additionally, it is possible that 3D topological
defects such as skyrmions (42, 43) exist in our 2D
quasicrystalline wave interference. Although
skyrmion-like features appear (see movies S1 and
S2), the boundary of a skyrmion is ill defined in
our system, and thus they do not exist. Neverthe-
less, 4D spatiotemporal skyrmions were recently

648 7 FEBRUARY 2025 + VOL 387 ISSUE 6734

found to exist in time-modulated 3D quasicrystal-
line wave interference (50).

Figures 2 and 3 illustrate that the informa-
tion contained within a quasicrystalline inter-
ference pattern is not local; that is, the correct
characterization of its topological charge re-
quires measuring the field in several locations.
This property could benefit security protocols
for the transport of both classical and quantum
information (51) while making the information
more resilient to noise and other interferences
(52). Conversely, topological protection of the
information could be achieved by producing
quasicrystalline interference inside a nonline-
ar medium, creating nonlinear quasilattices
(38, 39).

Although the model that we presented in Egs.
1 to 3 is not system specific, it is heavily based
on the model of interfering charge-density
waves that has been used previously to explain
the mechanical and thermodynamic proper-
ties of quasicrystalline materials (27-29). The
correspondence between these models (36)
suggests that the time-dependent phase accu-
mulation of wave interference can be directly
related to the variation of ground-state free
energy in a given quasicrystalline material.
Thus, our results shown in Fig. 4 provide a
simulator exemplifying the way that free en-
ergy compensates for the presence of disloca-
tions in a material. Further experiments can
use this trait to examine the thermodynamics
of quasicrystals under an adiabatic change in
free energy, which is a very difficult task to per-
form by other means.
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ANIMAL COMMUNICATION

Whale song shows language-like statistical structure

Inbal Arnon’*, Simon Kirby?*, Jenny A. Allen®*
Emma L. Carroll’, Ellen C. Garland®®*

, Claire Garrigues'e.

Humpback whale song is a culturally transmitted behavior. Human language, which is also culturally
transmitted, has statistically coherent parts whose frequency distribution follows a power law. These
properties facilitate learning and may therefore arise because of their contribution to the faithful
transmission of language over multiple cultural generations. If so, we would expect to find them in
other culturally transmitted systems. In this study, we applied methods based on infant speech
segmentation to 8 years of humpback recordings, uncovering in whale song the same statistical
structure that is a hallmark of human language. This commonality, in two evolutionarily distant species,
points to the role of learning and cultural transmission in the emergence of properties thought to

be unique to human language.

uman language has properties that make

it unique among the communicative be-

haviors of our nearest relatives. Every

human language consists of statistical-

ly coherent parts, such as words, where
elements within those parts are relatively pre-
dictable. Across languages, few of these parts
are highly frequent, many are infrequent, and
there is a power law relation between frequen-
cy and rank [called a Zipfian distribution
(1, 2)]. The presence of such a distribution in
nonhuman communication is debated, with
few studies showing a fit similar to human
language (3) and most only achieving a fit to
a more convex distribution [known as Zipf-
Mandelbrot (4-9)]. Having statistically co-
herent parts and having them follow a Zipfian
distribution facilitates various aspects of hu-
man language learning (10-15). Much work has
demonstrated that language characteristics
that aid learning can arise through cultural
transmission, as language is a sequential be-
havior that is repeatedly learned and used by
multiple generations (16-18). Indeed, a re-
cent experimental study demonstrated that
cultural transmission can promote both prop-
erties (statistically coherent parts and their
Zipfian distribution) in humans (19). This
raises the possibility that the statistical struc-
ture that is a hallmark of human language may
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exist in other species whose communication
systems are culturally transmitted and involve
complex sequential behavior. Humpback whale
song has these properties (20-23): It is among
the most complex acoustic displays in the
animal kingdom and is culturally transmitted,
making it an excellent model to test the im-
pact of culture on foundational properties of
human language.

Humpback whale song is long, repetitive,
complex, and structured in a nested hierarchy
(24, 25). Individual “sound elements” are sung in
a stereotyped “phrase,” which is repeated mul-
tiple times to create a “theme” (24). Several themes
are sung in a stereotyped sequence to form a
“song,” with multiple songs making up a “song
session” (24). Only males sing (26), and there is
strong cultural conformity to the current song
arrangement by most males within a popula-
tion (27). However, the song also constantly
changes within a season, progressively leading
to a different song after a few years through
theme turnover (22). In contrast to this slow
change, song revolutions also occur when the
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entire song arrangement is rapidly and com-
pletely replaced by a song introduced from a
neighboring population (20, 2I). This whole-
sale change is notable; multiple song revolutions
have been documented spreading eastwards
across the South Pacific (21, 28, 29).

Understanding how humpback whales learn
their song is extremely challenging given the
inability to conduct laboratory experiments
on these wild, free-ranging animals. However,
recent work on hybrid songs, where a whale
was recorded in the process of changing his
song during a song revolution, has provided
invaluable data on how songs are learned (30).
Sequence analyses (31) revealed that songs are
learned as segments (complete themes), akin
to birdsong and human language learning.
Revolutionary themes were spliced into the
song at the position of highest structural
similarity (“switch when similar” rule), allow-
ing songs to be combined in predictable ways
(80). Such studies indicate that songs are learned,
and they suggest that whale song exhibits se-
quential structure and that this structure is
relied on during cultural transmission.

If the emergence of the statistical structure
found in human language is driven by it being
learned and culturally transmitted, we may
expect to find similar structure in whale song.
‘We predicted that (i) statistically coherent sub-
sequences will be present in whale song and
(ii) the distribution of these subsequences will
follow a language-like power-law distribution.
We tested these predictions by applying an
infant-inspired segmentation method (19) to
analyze 8 years of humpback whale song from
a single population. Our method detects dips
in transitional probability between the basic
acoustic building blocks in humpback whale
song (sound elements), uses them to segment
the song into subsequences, and looks at the
distribution of those subsequences. These are

CuT
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nm(pul

Fig. 1. An example of our infant-inspired segmentation method applied to whale song data. This is the
start of one recording taken in 2017. For each year, we created a long sequence of sound elements (bottom row).
We then used all the recordings from a particular year to estimate the transitional probabilities (TPs) between
all pairs of sound elements (middle row). Next, we computed the ratios between subsequent TPs (top row) to find
ones that merit segmentation. One ratio, shown in bold, is below 0.5, indicating a big dip in TP—in other words,
the next sound element is unexpected in context. We used these dips as cues to “cut” the sequence, leading
to the addition of a subsequence (i.e., sequence of elements) to the set of units we infer for that year. In the
example above, we would add the subsequence nm(pul)-dhg-sg-dhg-sg-dhg-sq to the units inferred for 2017
[nm(pul) is a pulsed n-shaped moan, dhq is a descending high squeak, and sq is a squeak; see table S3].
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Fig. 2. Subsequences detected by our infant-inspired segmentation

method in humpback whale song follow a Zipfian frequency distribution.
(A) The frequency of each subsequence ordered by rank, plotted on a log scale
for both axes. There is a small number of highly frequent subsequences and

a long tail of low-frequency ones. We calculated the frequency of the subsequences
independently for each year and then aggregated the frequency by rank over the
eight different years (we show the mean and 95% bootstrapped confidence
intervals around the mean). The straight line is diagnostic of a power law
distribution that is typical of word frequency distributions in human languages.
(B) The same plot, but based on the distribution of the individual sound elements
(the basic acoustic building blocks of whale song). The distribution is skewed

but shows less of a fit to a power law than the distribution of subsequences in
(A). (C) The distribution of the human categorized “themes” (55) in the dataset.
For each distribution in (A) to (C), the mean R? value is shown. This indicates
how well the distribution fits a power law. The best fit for a Zipfian distribution is
found for units detected using our infant-inspired method. (D and E) Comparison
of the Zipfian fit of our detected subsequences to two baselines. The dashed
lines indicate the R? for the real data. The histogram in (D) shows the distribution of
R? values derived by running our full segmentation pipeline on 1000 randomly
shuffled datasets. The histogram in (E) shows the distribution of R? values for
1000 randomly rotated datasets. The z-scores demonstrate that the real data are

the same cues used by human infants to seg-
ment speech (32, 33): Because words are sta-
tistically coherent, transitional probabilities
within words are higher (on average) than
those between words. Our method does not
assume learners are looking to build a lexicon,
an assumption that cannot be reasonably ap-
plied to whales.

Subsequences found in whale song follow a
Zipfian distribution

If whale song, like human language, contains
statistically coherent parts, we should detect
local dips in transitional probability. To iden-
tify such dips, we estimated the transitional
probability between each two consecutive sound
elements in a given year. For example, if the song
contained the sequence “grunt,” “grunt,” “as-
cending moan,” we estimated the probability
of “grunt” coming after “grunt” in the entire
song. Segmentation boundaries were inferred,
following previous work, on the basis of the
ratio between consecutive transitional proba-

bilities (79). We inferred a segmentation bound-

ary when that ratio was “unusually low.” We
used the ratios and not the transitional prob-

650 7 FEBRUARY 2025 + VOL 387 ISSUE 6734

abilities per se to capture relative dips: A tran-
sitional probability of 0.45 may not be very
low; however, a drop from 0.95 to 0.45 would
indicate a meaningful drop. There is no a priori
reason for setting the threshold at a particular
point: given that whale song is hierarchically
structured (24), different settings of the cutting
parameter may discover different types of units
(themes, phrases).

Previous work (19) applying a similar seg-
mentation method to data from human par-
ticipants used a threshold of 0.425 to detect a
boundary. This threshold was derived from a
random baseline that was similar to the struc-
tured output participants produced. However,
we could not derive such a random baseline
for whale song data. Instead, we chose a 0.5
threshold, similar to that used with human
experimental data. That is, we cut whenever
the current transition was half that of the prior
one, suggesting that the next sound element
was unexpected in context. Figure 1 illustrates
our segmentation method for a 2017 song se-
quence. Notably, we repeated the analyses with
two additional thresholds of 0.25 and 0.75 and
show that the results are robust to changes in

a far better fit to a Zipfian distribution than any of the baseline datasets.

cutting sensitivity (see figs. S1 to S4). In other
words, despite differences in how many units
are detected, we find the same statistical struc-
ture at different unit sizes, as expected if chang-
ing the threshold leads to detecting a larger
subset of the existing units.

We ran this segmentation pipeline for each
year separately (as song content differs across
years). Each year’s data included multiple sep-
arate recordings (table S1). Sound elements
from each recording were concatenated after
removing (human-assigned) theme and song-
cycle boundaries. Our method detected sub-
sequences within the song: We performed an
average of 1562 cuts on the data from each
year. For each year, we calculated the frequency
of each of the segmented subsequences (table
S2). Figure 2A plots the frequency distribution
of the segmented units, collapsed across the
years. The distribution shows an excellent fit
to a power law (mean R? = 0.93, Pearson product
moment correlation). That is, applying a seg-
mentation method based on infant language
learning to whale song resulted in the detec-

tion of subsequences that follow a Zipfian
distribution.

science.org SCIENCE
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Fig. 3. Subsequences detected

by our segmentation method

follow Zipf's law of brevity. 5
Each point in (A) is one sub-

sequence (see table S2 for

examples of the most frequent 4
ones). The figure shows the
frequency distribution of all sub-
sequences discovered by our
segmentation method across the
entire dataset plotted by length
(number of sound elements).
More frequent subsequences are
shorter than less frequent ones, 1
indicating that the detected

subsequences not only follow a

Zipfian distribution (as shown in 0
Fig. 2) but also follow Zipf's

second law, the law of brevity, that

is typical of human language and
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other animal communication systems. (B and C) Comparison of the R? of the real data (0.62, shown with a dashed line) to two random baselines. The histogram
in (B) shows the distribution of R? values for the relation between frequency and length derived by running our full segmentation method on 1000 randomly
shuffled datasets. The histogram in (C) shows the distribution of R? values for 1000 randomly rotated datasets. The z-scores demonstrate that the real data are a far
better fit to Zipf's law of brevity than any of the baseline datasets.

To ensure that the Zipfian distribution is
not dependent on our particular segmenta-
tion method, we implemented two additional
segmentation pipelines, both of which rely
on cues used by infants and do not assume a
lexicon. One expands the sequential context
(using the transitional probabilities based
on the two previous sound elements), and
the second uses backward transitional prob-
ability (the probability of each sound ele-
ment given the one that follows). This last
pipeline is a particularly good validation be-
cause infants also use backward transitional
probabilities in segmenting speech (34). The
resulting distribution of subsequences using
these additional infant-inspired methods also
showed an excellent fit to a Zipfian distribu-
tion [R? = 0.93 (fig. S5) and R? = 0.94 (fig. S6),
respectively].

Zipfian distribution reflects sequential
structure in whale song

We performed several validation tests to en-
sure that the Zipfian distribution was not an
artifact of the distribution of sound elements.
First, we examined the distribution of sound
elements, themes, and our detected subse-
quences. While all three had a skewed dis-
tribution, our detected subsequences showed
the best fit to a power law (Fig. 2, A to C). This
alone does not rule out the possibility that the
skewed distribution of sound elements by
itself will lead to a Zipfian distribution of seg-
mented subsequences. To address this, we cre-
ated 1000 pseudodatasets by shuffling the
sound elements within each song. This pre-
serves the distribution of individual sound
elements but destroys any sequential struc-

SCIENCE science.org

ture. We then reran our segmentation pipe-
line with each of these 1000 shuffled datasets
and calculated the R? to capture the fit to a
power law. If the statistical structure observed
in whale song reflects sequential structure, the
shuffled pseudodatasets should not produce
the same results. Figure 2D shows that the
R? line of 0.93 derived from the real data is
substantially higher than any derived from
the shuffled datasets (2 = 23.09, P < 0.00001).
We also ran this baseline analysis for the two
additional segmentation pipelines mentioned
above with similar results [expanded-context
pipeline, & = 26, P < 0.00001 (fig. S7); backward-
transitional-probabilities pipeline, & = 24.67, P <
0.00001 (fig. S8)].

To further ensure that the distribution we
found was related to the specific cue we used to
segment the song, we performed an additional,
more stringent, validation that preserved the
ordering of the sound elements and the length
distribution of the segmented units, but where
the cuts no longer corresponded to dips in tran-
sitional probabilities. To do this, we generated
1000 “rotated” datasets by taking the cutting
points from the original dataset for each year
and shifting them by a random number of
steps (e.g., if the random number was 5 for a
particular dataset, a cut at position 10 of the
sequence would now be placed in position
15). We calculated the frequency distribution
of the segmented units for each “rotated”
dataset. The fit to the Zipfian distribution in
the real data was again significantly higher
than in the rotated datasets (z = 14.43, P <
0.00001; Fig. 2E). We also ran this conserv-
ative baseline for the additional segmentation
pipelines and found similar results [expanded-

context pipeline, & = 17.55, P < 0.00001 (fig. S9);
backward-transitional-probabilities pipeline, & =
17.32, P < 0.00001 (fig. S10)].

Subsequences found in whale song follow
Zipf's law of brevity

Zipf also demonstrated that frequent words
tend to be shorter than infrequent words, a
concept known as Zipf’s law of brevity (2).
This relationship between length and fre-
quency is demonstrated in a range of species
(35-37), is taken as evidence for compression
(35), and is seen as a result of adaptation for
communicative efficiency (38). If our meth-
od for discovering subsequences is captur-
ing units that are relevant for whales, we
might expect the subsequences we find to
have lengths that reflect Zipf’s law of brev-
ity. Indeed, Fig. 3A shows a strong relation-
ship between length and log frequency (R> =
0.62). As above, we ran the shuffled and ro-
tated baselines to ensure that the pattern we
found was not an artifact. The fit to Zipf’s
law of brevity in the real data was vastly bet-
ter than the fit of the two baseline sets [1000
shuffled datasets: & = 37.57, P < 0.00001 (Fig.
3B); 1000 rotated datasets: & = 13.92, P <
0.00001 (Fig. 3C)]. We also ran the same base-
line analyses for the other two segmentation
pipelines, with similar results (figs. S11 and
S14) [expanded-context pipeline, shuffled base-
line, 2 = 53.09, P < 0.00001 (fig. S12); rotated
baseline, = 18.61, P < 0.00001 (fig. S13);
backward-transitional-probabilities pipeline,
shuffled baseline, g = 45.46, P < 0.00001 (fig.
S15); rotated baseline, & = 19.32, P < 0.00001 (fig.
S16)]. These analyses clearly show that Zipf’s
law of brevity is a feature of whale song that
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holds for subsequences detected using several
infant-inspired segmentation methods.

Discussion

Uncovering precisely how whales learn their
songs is a challenging, potentially intractable,
problem. Laboratory experiments such as those
done with human infants are clearly impossible
in this species. However, we can apply infant-
inspired techniques to the songs of humpback
whales. Doing so reveals hitherto hidden struc-
ture in whale song. We detected statistically
coherent subsequences: a characteristic de-
sign feature shared with human language. The
frequency of these subsequences closely fol-
lows a Zipfian distribution—this, too, is a prop-
erty found in all human languages. Finally, the
length of the detected subsequences follows
Zipf’s second law, the law of brevity. Frequent
units tend to be shorter than less frequent
ones. Once again, this property is found in all
human languages. This work reveals a deep
commonality between two unrelated species
united by the fact that their communication
systems are culturally transmitted.

One concern might be that the Zipfian dis-
tribution of the detected subsequences is an
inevitable artifact of the distribution of the
basic sound elements, or of our segmentation
procedure, and that such a distribution will be
found whenever cuts are made. However, two
baseline analyses show this to be unlikely.
Neither our shuffled dataset nor our rotated
dataset had a fit close to the one found in the
real whale data (Fig. 2, D and E). Equally, the
fit to a Zipfian distribution is not as strong
when using human-annotated units (sound ele-
ments, themes; Fig. 2, B and C). The subse-
quences extracted with our method also follow
Zipf’s law of brevity, another linguistic univer-
sal (39-41), suggesting that we are detecting
units relevant to the whales (Fig. 3). Zipf’s law
of brevity is found in a range of species (35, 37),
including humans (42), and likely arises from
optimizing efficient coding (2, 38, 40). The fact
that using transitional probabilities led us to
detect units that follow this law suggests
that humpback whales, like human infants,
may learn their song by tracking transitional
probabilities between elements, and using
dips in those probabilities as a cue for unit
boundary (32).

Our infant-inspired method relies on tran-
sitional probabilities as a cue to segmentation.
This cue is not expected to provide the most
accurate segmentation for natural language,
as language has multiple probabilistic cues to
segmentation. Instead, we wanted to simulate
early learning, relying on cues actually used by
infants without making additional assump-
tions about the learner. Indeed, transitional
probabilities have been used to extract word
candidates from child-directed speech (43, 44)
and are used by infants early on (32, 33), be-
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fore the use of other cues such as stress (45).
To ensure that the results were not dependent
on this particular method, we implemented
two additional infant-inspired segmentation
methods, both of which resulted in the detec-
tion of subsequences whose frequency showed
a very good fit to the Zipfian distribution (figs.
S5 to S10). These converging findings present
evidence that Zipfian distributions are found
in whale song when using infant-inspired meth-
ods to detect units.

Of course, there are many differences be-
tween whale song and human language. Above
all, expressions in language have semantic con-
tent. The meaning of sentences is composed
of the meanings of the parts and how they are
put together. We make no such claim for whale
song. We have little understanding of the
“meaning” of the songs, let alone the different
units, for humpback whales. Furthermore,
having similar statistical structure does not
entail similar expressive function. In fact, sim-
ilar statistical structure is also found in music—a
culturally transmitted behavior where indi-
vidual units do not have explicit expressive
meaning but nevertheless show a good fit to
a Zipfian distribution (46). While there are
multiple explanations for the presence of Zipfian
distributions in human language [see (I) for a
review], only a subset of them seem relevant
for the analysis of whale song. Existing ac-
counts (for human language) can be broadly
divided into ones pertaining to the coding of
meaning (36, 41, 47, 48), to communicative
efficiency (38, 49), and to learnability (11, 50).
As discussed above, it is unlikely that explana-
tions pertaining to meaning are relevant for
whale song (5, 23, 51), leaving efficiency and
learnability explanations as the most relevant.

Our work is by no means the first to look for
linguistic laws in nonhuman communication
(52, 53). Indeed, much work has specifically
focused on Zipfian distributions. However, as
noted above, the vast majority of studies have
only found a fit to Zipf-Mandelbrot’s exten-
sion, which has an additional parameter, and
will necessarily fit a wider range of data. These
findings could be, and sometimes are, interpreted
to reflect a meaningful difference between hu-
man language and nonhuman communication
(5). Alternatively, they could arise from the
choice of “units” being counted, as we have seen
here; counting individual sound elements in
whale song leads to a Zipf-Mandelbrot dis-
tribution (Fig. 2B) (5), whereas counting sub-
sequences detected using our segmentation
method reveals a pure Zipfian distribution. This
leads to a strong prediction that applying our
infant-inspired segmentation method will lead
to a similar shift from Zipf-Mandelbrot to Zipf in
species with learned sequential signals. Song-
birds provide a particularly promising model
to explore this prediction, as multiple passerine
species have culturally transmitted songs and

several show a good fit to the Zipf-Mandelbrot
distribution [e.g, (6-8)]. Some, including house
finches (Haemorhous mexicanus) and zebra
finches (Taeniopygia guttata), are also sensitive
to transitional probabilities in learning (8, 54).

We have revealed a deep commonality be-
tween two unrelated, evolutionarily distant spe-
cies, humans and humpback whales, united by
the cultural transmission of their communica-
tion systems. This points to the crucial role of
learning and transmission in the emergence of
structure within such systems. Whether the
units detected by our infant-inspired segmen-
tation method are salient to the whales them-
selves remains an open question. These findings
also raise the intriguing possibility that similar
statistical structure will be found wherever com-
plex sequential behavior is transmitted cultur-
ally, and they suggest that our understanding
of the evolution of language can benefit from
looking not only at our closest primate rela-
tives but also at cases of convergent evolution
elsewhere in nature. We can do this by looking
beyond the proximate functions of language,
for example, as a system conveying semantic in-
formation, and instead consider how language is
learned and transmitted culturally over multiple
generations. Once thought of as the hallmark of
human uniqueness, it may transpire that foun-
dational aspects of human language are shared
across species.
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Squeezed dual-comb spectroscopy

Daniel I. Herman'*, Mathieu Walsh?, Molly Kate Kreider*>, Noah Lordi?, Eugene J. Tsao',
Alexander J. Lind*, Matthew Heyrich™, Joshua Combes!, Jérome Genest?*, Scott A. Diddams>*

Optical frequency combs have enabled distinct advantages in broadband, high-resolution spectroscopy
and precision interferometry. However, quantum mechanics ultimately limits the metrological precision
achievable with laser frequency combs. Quantum squeezing has led to substantial measurement
improvements with continuous wave lasers, but experiments demonstrating metrological advantage
with squeezed combs are less developed. Using the Kerr effect in nonlinear optical fiber, a 1-gigahertz
frequency comb centered at 1560 nanometers is amplitude-squeezed by >3 decibels (dB) over a
2.5-terahertz bandwidth. Dual-comb interferometry yields mode-resolved spectroscopy of hydrogen
sulfide gas with a signal-to-noise ratio nearly 3 dB beyond the shot-noise limit. The quantum noise
reduction leads to a twofold quantum speedup in the determination of gas concentration, with
implications for high-speed measurements of multiple species in dynamic chemical environments.

easurements of physical quantities in-

cluding time, frequency, and distance

have been reshaped by a quarter cen-

tury of optical frequency comb (OFC)

developments (7). Traceable, phase-
coherent, and broadband OFCs are widely
used for atomic and molecular spectroscopy.
As an active light source from the terahertz to
the ultraviolet, OFCs extend the technological
frontier for both fundamental and applied
spectroscopy (2, 3), including biological and
chemical sensing (4) and high-resolution mea-
surements of quantum systems (5). The rising
importance of comb-based applications moti-
vates the need to understand and reduce the
fundamental quantum noise limitations with
these distinct measurement tools.

Recently, OFC metrology has reached the
quantum shot-noise limit (SNL) imposed by a
coherent state (Fig. 1, A and B) (6-8). To ex-
tend spectroscopic sensitivity beyond this limit,
one can incorporate squeezed states, as has
been achieved previously for continuous wave
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d’'Optique, Photonique et Laser, Université Laval, Québec,
QC, Canada. *Department of Physics, University of Colorado
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*Corresponding author. Email: daniel.i.herman@colorado.edu
(D.I.H.); jgenest@gel.ulaval.ca (J.G.); scott.diddams@colorado.edu
(SAD)

lasers (9). Several proposals exist for using
squeezed OFCs as spectroscopic tools (10, 1I),
in which attainable levels of squeezing (~10 dB)
may yield considerable quantum advantage
with useful power levels (microwatts to milli-
watts). In parallel, there has been substantial
progress in quantum OFC generation using
optical parametric oscillators, microresonator
OFCs, and other platforms (12-14). These ad-
vances have accompanied research in which
quantum OFCs are used as a quantum resource
for quantum computation (75) and timing mea-
surements (I6). However, metrological advantage
with squeezed OFCs has not been demonstrated
for spectroscopy, which is one of the most im-
pactful OFC applications.

In this paper, we describe a simple scheme for
the generation of a bright amplitude-squeezed
1-GHz OFC and its application for mode-resolved
dual-comb spectroscopy (DCS) of molecular
samples. Existing quantum-enhanced OFC spec-
troscopy proposals utilize optical nonlinearities
to squeeze a few comb modes (10, II). Although
it is possible to apply x® nonlinearities over
wide optical bandwidths (77), we instead utilize
the more accessible ¥ nonlinearity to sup-
press quantum noise in the amplitude mea-
surement of >2500 comb modes over a ~2.5-THz
wide optical bandwidth. Our setup builds upon
well-established soliton squeezing techniques

7 FEBRUARY 2025 « VOL 387 ISSUE 6734 653



RESEARCH | RESEARCH ARTICLES

A
Laser e Q &3
Frequency - —
Comb @ 9}
‘ n; D|F.'I:LtllEr |I I| v freg -.Il:l—\ 7
||I||| ‘ “ i .:.n u ||H|| H T
freg freq
B
fro
1 2% 2 g
mi ™ . ‘1D ®
Y
A
nll” H 7[ T V4 ||I||||I
frag Radio freq

Fig. 1. Frequency comb spectroscopy and quantum noise. (A) Schematic of direct OFC spectroscopy.
Molecular absorption is imprinted on the OFC and the ultimate quantum sensitivity limit is set by amplitude
shot noise on the individual comb modes. (B) The interference of two OFCs with a difference in repetition
rates (Af.ep) maps optical frequencies to radio frequencies in a one-to-one manner. The Fourier transform
of the photodetector output generates a radio frequency comb signal. Here, the ultimate sensitivity limit

is set by shot noise on the radio frequency comb modes.
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Fig. 2. Time-domain quantum measurement picture of dual-comb interferometry. (A) A digitized
interferogram where the x-axis is lab time. Each interferogram point arises from the integrated
interferometric overlap of two subsequent pulses from the dual combs. This concept is illustrated further in
(B) where we show a simplified model of electric fields generating the interferogram from zero path
difference (left) and large path difference (right) cases. Here, the x-axis is effective optical path separation
time. (C) Simplified single-mode picture of quantum measurement in two extreme cases. For zero path
difference, the measurement obtains a quadrature-like character that one would receive from interfering two
coherent states of intensityand on a beamsplitter. For large path difference, the measurement has an
intensity-like character which amounts to interfering a coherent state with a vacuum state (from the
perspective of either OFC). The quantum noise of a dual-comb measurement is reduced by replacing the
coherent state with an amplitude-squeezed state of intensity and squeezing factor & (38).
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(18-20) including recent interferometric
phase measurements (21). We show that bright-
amplitude squeezing provides a metrological
advantage for broadband colinear DCS even
when only one of the two OFCs is squeezed.
Overlapping the OFCs prior to sample inter-
rogation provides a baseline-calibrated trans-
mission measurement that fully benefits from
quantum squeezing. Our technique enables the
development of real-world use cases for quantum-
enhanced DCS.

Quantum noise in DCS

The DCS technique enables traceable spectros-
copy across terahertz optical bandwidths with
comb mode resolution, but without mechanical
delay lines or diffractive optical elements (3).
In DCS, two combs with different mode spacing
are interfered to down-convert the optical comb
spectrum and absorption information to the
radio frequency (RF) domain where the signal
is recorded and calibrated against an abso-
lute frequency scale (Fig. 1B). In the frequency
domain, dual-comb interference appears as a
multiheterodyne RF comb whereas the time
domain waveform is a periodic interferogram.
The molecular absorption is encoded as dips in
the RF comb spectrum and as free induction
decay (FID) signals trailing the interferogram.
DCS pushes the state of the art for broad band-
width, high-resolution, traceable sensing across
the electromagnetic spectrum with applica-
tions that include open-path environmental
sensing (22), chemical reaction monitoring
(4), chemical imaging (23), and generation of
accurate archival spectra for widely distributed
databases (24). By reducing technical noise
sources, such as the comb relative intensity
noise, detector noise, and thermal noise, the
fundamental quantum shot noise of a coher-
ent state is the dominant uncertainty in the
measurement of the comb mode amplitudes
(Fig. 1B) (25, 26). Assuming time-stationary
noise processes, the shot-noise-limited photo-
current fluctuations in a 1-Hz bandwidth are
expressed as ogyz, = \/2€l4,, Where e is ele-
mentary charge and %,,, is average photo-
current (27). We refer to this limit as the
time-stationary SNL. In some cases, it is pos-
sible to surpass this SNL in comb measure-
ments by utilizing the cyclo-stationary pulsed
properties of the photocurrent noise (28, 29)
or by including the higher frequency “copies”
of the dual-comb interferogram (6). By contrast,
our work shows that quantum states of light
can be utilized to overcome the time-stationary
SNL in DCS. Quantum-enhanced techniques
should also surpass the cyclo-stationary limits.

Our quantum-enhanced method addresses
properties of dual-comb measurements that
previous theoretical approaches do not fully
capture. In the time domain, the interfero-
gram can be decomposed into two regions: zero
optical path difference (centerburst) and large
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Fig. 3. DCS schematic and single-comb squeezing concept with results.
(A) Simplified schematic of quantum-enhanced DCS setup. A nonlinear
Mach-Zehnder interferometer generates an amplitude-squeezed frequency comb,
which is then combined with a coherent state frequency comb. Molecules are
placed in one of the dual-comb beams, each of which is detected, digitized and
then fast Fourier-transformed (FFT). The outputs are then divided to generate
a quantum-enhanced normalized transmission spectrum. (B) Optical spectrum of
the unsqueezed coherent state OFC (COH, light blue, with soliton model
spectrum in black), strong squeezed pulse (KERR, red) after propagation through

X1 RF Frequency (MHz)

orthogonal axis of the PM-HNLF. (C) Phase space diagram for generation of Kerr
squeezed states. An amplitude-dependent phase shift generates a tilted
crescent-shaped distribution (KERR) from a coherent state (COH). X1 and X2
represent the bosonic quadrature operators, analogous to position and
momentum. (D) Phase space diagram of auxiliary pulse displacement. By
displacing the KERR state (SNL) with the appropriate magnitude and phase, we
produce an amplitude-anti-squeezed (ANTI-SQZ) or amplitude-squeezed state
(SQ2). (E) Electrical spectrum of photocurrent noise of coherent, Kerr, auxiliary-
displaced squeezed, and auxiliary-displaced anti-squeezed states, with the

PM-HNLF, and the weak auxiliary pulse (AUX, gray) after propagation on the

path difference. In the centerburst, the optical
pulses from each OFC are overlapped in time
and the measurement is mode-matched (Fig. 2,
A and B). The centerburst contains information
about the spectral envelope of the two OFCs,
whereas absorption by a molecular or atomic
gas is observed as a FID signal that is mostly
separated in time from the centerburst (3). From
the quantum optical perspective (Fig. 2C), clas-
sical centerbursts are generated by a beamsplit-
ter interaction between a coherent state from the
first OFC and a mode-matched coherent state
from the second OFC, resulting in a “quadrature-
like” measurement (30). Here, the phase and
amplitude noise quadratures of the comb fields
are accessed by means of homodyne or het-
erodyne comparisons, which provide a pure
quadrature measurement in the strong local
oscillator comb limit (37). For large optical path
differences, the two pulse trains are temporally
separated. This region is modeled by a beam-
splitter interaction between coherent states from
either OFC and a vacuum state which results in
an “intensity-like” measurement (30). Thus, for
large path differences, the noise is derived from
the shot noise of the independent OFCs for any
comb power ratio. Because the duty cycle (ratio

SCIENCE science.org

of the pulse length to the pulse repetition period)
of the 1-GHz OFC used in the experiment is about
0.025%, the quantum noise of DCS is dominated
by intensity-like measurement noise.

For the FID, the noise remains dominated by
shot noise from an intensity-like measurement
provided that the absorption depth and the
corresponding FID ringing is small. Equiva-
lently, the mode mismatch between the long-
duration, narrow-bandwidth FID pulse and
the short-duration, broadband sampling comb
pulse allows the FID to be approximately treated
as vacuum. This interpretation is consistent with
analyses of traditional Fourier transform spec-
troscopy (FTS). When compared with tunable
laser spectroscopy, FTS techniques (including
DCS) suffer a noise penalty due to shot noise
from photons that do not interact with the
absorbing medium (32). We gain an advantage
in DCS by using a bright-amplitude-squeezed
OFC to reduce the shot noise in the large path
difference region assuming small absorption
depths and loss, consistent with previous analy-
ses (10). Although amplitude squeezing adds
phase noise to the detected FID signal, colinear
detection is sensitive to the FID magnitude and
thus the absorption measurement should not

electrical noise floor in brown (33).

be biased by this added noise. A full quantum
treatment of the centerburst region will en-
able extensions of quantum-enhanced dual-
comb interferometry for other applications,
such as ranging and time transfer.

Single-comb squeezing

A simplified schematic of the squeezed dual-
comb spectrometer is shown in Fig. 3A [details
in (83)]. The OFCs are generated using two
femtosecond lasers with 1-GHz repetition rates
(4) emitting soliton pulses centered at 1563 nm
(Fig. 3B). The OFCs are phase-locked to a com-
mon optical reference to ensure mutual co-
herence. One OFC is compressed to 260 fs
and split into a strong pulse (24 mW average
power) and a weak auxiliary pulse at a 10:1
power ratio. These pulses are coupled onto the
orthogonal polarization axes of a x(3> nonlinear
fiber, where the strong pulse experiences an
intensity-dependent phase shift as a result of
the Kerr effect. In phase space, this transforms
the uncertainty of the coherent state to a
crescent-like squeezed noise distribution (Fig.
3C). Because the Kerr effect is photon-number-
conserving, the squeezing angle is aligned such
that an intensity noise measurement of the

7 FEBRUARY 2025 « VOL 387 ISSUE 6734 655



RESEARCH | RESEARCH ARTICLES

A 2 B o0.008 C o.008
IGM Ch.1 ANTI-5QZ SNL

15/ _ IGM Ch.2| 0,006 ——s07 NOISE| | 0.006

1} 0.004 - 1 0.004

< 05} < 0.002 £ 0002
= = £
3 | o L

- of = 0.000 = 0.000
(=] on on
] a 8

E 057 :_E -0.002 E -0.002

At 0,004 - ' -0.004

-1.5} -0.006 -0.006

2 -0.008 -0.008

0 0.2 0.4 0.6 560 580 G000 620 640 660 0 2000
Time {js) Time (us) Counts

Fig. 4. Dual-comb time-domain data. (A) Nearly identical interferograms
generated on each side of the combining beamsplitter. Note the 180° phase
shift between the two interferograms. The interferograms have been digitally
filtered (center frequency 50 MHz; bandwidth 20 MHz). (B) Interferogram signal
at large path difference after digital addition of two detector signals under

undisplaced Kerr state yields the same value as
the input coherent state (i.e., the time-stationary
SNL) (20). By slightly displacing the Kerr state,
the squeezing angle is shifted such that quan-
tum noise reduction (QNR) or quantum noise
amplification is observable on an intensity mea-
surement. This small displacement is imple-
mented by recombining the strong squeezed
state pulses and the weak auxiliary coherent
state pulses (with an adjustable phase shift
applied) on a variable beamsplitter at a 100 to
1 power ratio. For relative phases of approxi-
mately 90° or 270°, the displaced state has the
same mean field amplitude as the original Kerr
state but with observable squeezing or anti-
squeezing of the amplitude quadrature vari-
ance (Fig. 3D).

We use a single high quantum efficiency (n =
93%) photodetector to characterize the squeez-
ing of the Kerr state (fig. S1). A calibration curve
is recorded at varying optical power levels to
demonstrate the shot-noise-limited nature of
the OFC (fig. S2). With the auxiliary pulse, we
measure up to 3.8 dB of squeezing and 4.0 dB of
anti-squeezing near 45 MHz and >3-dB squeezing
in a broader window from 10 MHz to 100 MHz
(Fig. 3E). The most squeezing is measured when
14.7 mW of the Kerr state is recombined with
~150 uW of the auxiliary pulse (after coupling
losses), which is comparable to previous mea-
surements (20). Without the auxiliary pulse, the
measured intensity noise matches that of a co-
herent state OFC of equivalent power, as ex-
pected. Another high-speed detector with 1 =
70% is used to measure squeezing from 20 MHz
to 500 MHz at the ~2 dB level (fig. S3). Gener-
ally, quantum sensing applications have utilized

656 7 FEBRUARY 2025 « VOL 387 ISSUE 6734

either broadband low-frequency squeezing [e.g.,
Laser Interferometer Gravitational-Wave Ob-
servatory (LIGO)] or narrowband, high-frequency
squeezing (34, 35). While broadband high-
frequency squeezing is used for quantum
information processing (36), our results dem-
onstrate that DCS is another compelling appli-
cation for bright broadband squeezing. For
example, with a 5-kHz repetition rate differ-
ence, the 500-MHz electrical bandwidth sup-
ports >90 THz of quantum-enhanced DCS.

Colinear quantum-enhanced DCS

The time-domain picture of DCS shows that
bright squeezed states can be used for quantum
enhancement. However, we must consider
which dual-comb geometries are compatible
with the use of bright amplitude-squeezed states.
Recently, a quantum-enhanced DCS scheme pro-
posed two-mode squeezing between a comb
mode and its sidebands with the absorber in
the path of one OFC before the combining beam-
splitter (i.e., asymmetric DCS) (3, 10). However,
this two-mode squeezing proposal is not trivial
to implement using off-the-shelf components.
Alternatively, we employ one OFC in a bright
single-mode amplitude-squeezed state, which
is produced with the established and simple
technique described above (20). After mixing
the squeezed OFC with a coherent state OFC on
a beamsplitter, the output interferograms will
have opposite signs and the quantum noise will
be partly anticorrelated. The optimal measure-
ment strategy for asymmetric DCS is balanced
photodetection, but this photocurrent subtrac-
tion would both maximize the DCS signal and
destroy the squeezing advantage.

four experimental conditions. The SNL is the undisplaced Kerr state. The
displaced SQZ and ANTI-SQZ states are shown along with the electrical detection
chain noise floor (gray). A QNR of 2.6 dB is estimated between SNL and SQZ.
(C) Histogram of voltage noise from (B) clearly showing QNR and quantum
noise amplification of SQZ and ANTI-SQZ states.

Instead, we send the combined OFCs through
the absorber (i.e., colinear DCS) (fig. S4). In this
case, the absorption signal is imprinted on one
interferogram while the other interferogram
acts as a spectral baseline reference. Fourier
transformation of the two interferograms yields
complex spectra which can be divided to pro-
duce an enhanced estimate of molecular trans-
mittance (see supplementary materials for
derivation). Importantly, the time-domain cor-
relations generated by squeezing persist in the
spectral domain as a result of the linearity of
Fourier transformation. Furthermore, in the
limits of high SNR and low absorbance, spec-
tral division treats anticorrelated noise similarly
to time-domain addition of the photocurrents,
which is the standard method for characteriz-
ing amplitude-squeezed states (37, 38). We digi-
tally post-process two interferograms separately
for easy comparison of time-domain addition
and spectral division. Adding the two photo-
currents cancels the opposite sign interfero-
grams, in a manner similar to that of optical
techniques used for background suppression
in DCS (39). Here, the noise is also anticorre-
lated and is thus also partially cancelled by the
photocurrent addition.

Experimentally, we generated interferograms
between the amplitude-squeezed OFC (~15 mW)
and a weak (~10 uW) coherent state OFC.
Even with this imbalance, the DCS data has a
quality factor comparable to the state-of-the-
art (>10” Hz ¥?) (3). We set the optical lock fre-
quencies to center the interferogram at 50 MHz.
With a repetition rate difference of 5.6 kHz, the
dual-comb spectrum covers a RF bandwidth of
~25 MHz. The two centerbursts are matched
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Fig. 5. Dual-comb transmission spectrum and fits. (A) Averaged dual-comb
transmission spectrum generated from the ratio of the Fourier transform

of each individual channel. These data are obtained from the averaging of

1112 interferograms or ~198 ms of data acquisition. The narrow H,S absorption
features are most clearly visible in the black curve, which is a fit to the SQZ
dataset. In gray, a dual-comb spectrum from one of the channels is shown for

except for a 180° phase shift (Fig. 4A). In initial
analysis, the raw interferograms are temporally
aligned using a cross correlation and summed
(Fig. 4, B and C). The quantum noise away from
the centerburst is then analyzed for the no
auxiliary pulse (SNL), squeezed (SQZ) and anti-
squeezed (ANTI-SQZ) cases. The raw time-
domain QNR is 55% (2.6 dB). When we account
for the electrical noise floor of the high-speed
digitizer, the squeezing level is 3.5 dB. Similar
QNR is obtained if the SNLis derived by either
adding the photocurrents with no auxiliary
pulse or by subtracting the squeezed photo-
currents. These results confirm the single-comb
squeezing measurements and show that the
squeezing translates to a dual-comb context.

Frequency-domain DCS results

Measuring comb-mode-resolved spectra with
our quantum-enhanced dual-comb system re-
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Wavelength (nm)

and fitting routine.

quires interferogram phase correction (fig. S5)
to remove comb phase and timing fluctuations
(40, 41). The mode-resolved spectrum of each
individual channel’s phase-corrected interfer-
ogram train shows signatures of squeezing
(fig. S6). Next, the phase-corrected interfero-
grams are co-added to generate one high SNR
interferogram per channel. The full QNR is re-
vealed after the interferograms from each chan-
nel are phase-aligned using a cross-correlation,
Fourier-transformed (FFT), and divided to yield
a transmission spectrum. Remaining spectral
baseline variations are corrected using cepstral
domain filtering, which simultaneously removes
etalons and noise at extremely large path length
differences (42). We fit the transmittance to a
HITRAN2020 model (24) using a nonlinear least
squares regression to extract number density
with pressure, temperature, and path length as
input parameters. The fit covers a 20-nm band-

1566.5

1567

reference. (B) Residuals (transmission minus fit) are shown for three cases:
SNL (red), SQZ (blue), and ANTI-SQZ (yellow). For this averaging condition,
the QNR was ~2.6 dB. The variation in the noise of the residuals results from
the uneven power in the dual-comb spectrum that is shown above. (C) Zoom-in
on several H,S absorption lines showing the high-quality nature of the data

width centered at 1563 nm and includes 67 ro-
vibrational transitions of H,S with spectral line
intensity above 1072 em™/ (molecule x cm™2)
(Fig. 5, A and B). The cell’s low pressure (100 Torr)
produces linewidths of ~1 GHz and thus only a
few comb modes sample any given absorption
feature (Fig. 5C). Nonetheless, our data closely
matches the model with residuals in the subper-
cent regime in <10 ms of averaging, validating
the performance of our processing algorithm.

Further analysis of the fit residuals shows
that they average as in all three conditions (SNL,
SQZ, and ANTI-SQZ), where N; is the number of
averaged interferograms (fig. S7). A power law is
fit to each of the three conditions to reveal the
reduction in noise as function of number of av-
erages. The squeezing or anti-squeezing acts to
change the constant prefactors on this power
law (9). The ratio of the constant prefactors be-
tween the SQZ and SNL cases is 0.51, representing
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a 2.9-dB improvement in power SNR (equiva-
lently a 2x quantum speed up), nearly the same
result seen in the raw time-domain data.

A similar QNR is seen in the spectral do-
main as the residuals vary with the dual-comb
power (fig. S8). We also note that the squeez-
ing did not bias the fit result which also showed
improved precision matching the QNR in the
time and frequency domains. Specifically, the
fitted number density in ANTI-SQZ, SNL, and
SQZ cases are respectively 5.197 + 0.150 mol/m?,
5427 + 0,098 mol/m? and 5.382 = 0.072 mol/m?,
demonstrating that squeezing reduces the uncer-
tainty in the determination of the concentration.
All fit values are statistically consistent with the
cell manufacturer’s stated number density of
5464 mol/m? (corresponding to 100 Torr at 294 K).
With the current dataset, we were not able to
conclude whether squeezing was degraded at
points of higher molecular absorption (fig. S9).

Finally, we note that the resolution limit of
the demonstrated colinear DCS technique is
~50 MHz. This limit is set by the optical mode
frequency separation rather than the comb mode
linewidth as is assumed for asymmetric DCS
and could be improved by modeling the effects
of spectral sampling at two sets of frequencies.
This resolution is sufficient for a large array of
applications, including atmospheric spectros-
copy (22).

Discussion and outlook

‘We have incorporated advances from quantum
optical sensing into frequency comb metrology
which allows us to realize quantum-enhanced
mode-resolved DCS over an unprecedented
2.5-THz optical bandwidth with 2.9 dB QNR
below the SNL. Our simple implementation em-
ploys bright Kerr squeezing and colinear spec-
troscopy to realize a significant metrological
advantage that was not predicted in recent the-
oretical proposals. Consequently, this work will
stimulate research to test the limits of quantum-
enhanced OFC metrology and spectroscopy. For
example, other DCS geometries can be evaluated
over a range of comb powers and combined
with larger amounts of squeezing using different
platforms. Although it is known that Raman
effects in fibers limit the achievable squeezing
(43), these effects may be less deleterious to
nanophotonic squeezing platforms [e.g., silicon
nitride (44)].

Furthermore, our work provides a founda-
tion for investigating even greater increases in
the SNR achievable with quantum-enhanced
DCS. To maximize the SNR, the two OFCs should
be power-matched. However, this poses a chal-
lenge for digital processing as a single analog-to-
digital converter (ADC) cannot simultaneously
record the centerburst and the quantum-limited
electrical noise floor. One path to overcome this
limitation would involve combining multiple
ADCs to yield a wider dynamic range (45). Rel-
ated techniques are already being explored to
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boost the dynamic range of cross-comb spec-
troscopy (46). With an improved ADC dynamic
range and power-balanced OFCs, the largest
possible SNR in a colinear DCS experiment
results from squeezing both OFCs, as we outline
in the supplementary materials. Two power-
matched squeezed OFCs in a colinear experi-
ment could achieve a QNR of ~7 dB, which is
the greatest reported level of Kerr fiber squeez-
ing (43). Efforts to maximize SNR should also
investigate whether quantum-enhanced DCS
techniques are compatible with multicopy
(6) and/or frequency-multiplexed DCS tech-
niques (25).

Squeezed DCS will have a number of imme-
diate use cases including improved character-
ization of fast reaction Kinetics (4), reduced
power levels for spectro-imaging of biological
samples (23), and improved SNR to overcome
limitations arising from detector nonlinear-
ities (3). Quantum-enhanced DCS with small
sample absorption and high SNR will be crit-
ical for trace gas analysis at atmospheric pres-
sures (22). Additionally, quantum-enhanced
DCS techniques will reduce the amount of
time required to obtain high SNR background
spectra for time-resolved experiments (4). The
present measurements extend over 2.5 THz
but many applications will benefit from still
broader optical bandwidth of squeezed states,
as has been recently demonstrated with nano-
photonic technology (7). As an FTS variation
with improved speed, sensitivity, and frequen-
cy axis traceability, DCS presents numerous
opportunities for trace gas sensing, spectro-
imaging and industrial analysis. Although FTS
has begun to harness single photon states (47), no
FTS technique has yet taken advantage of bright
squeezed states of light. Our insights into the
quantum noise of DCS have pushed the state-of-
the-art for quantum FTS as a whole. Finally, this
work will inform quantum-enhanced versions of
OFC heterodyne and homodyne techniques
for applications in distance metrology, optical
clock comparison, and optical time transfer.

REFERENCES AND NOTES

1. S. A. Diddams, K. Vahala, T. Udem, Science 369, eaay3676 (2020).

2. N. Picqué, T. W. Hansch, Nat. Photonics 13, 146-157 (2019).

3. I. Coddington, N. Newbury, W. Swann, Optica 3, 414-426 (2016).

4. N. Hoghooghi et al., Optica 11, 876-882 (2024).

5. C. Zhang et al., Nature 633, 63-70 (2024).

6. M. Walsh, P. Guay, J. Genest, APL Photonics 8, 071302 (2023).

7. B.Xu, Z. Chen, T. W. Hansch, N. Picqué, Nature 627, 289-294
(2024).

8. E.D. Caldwell et al., Nature 618, 721-726 (2023).

9. E.S. Polzik, J. Carri, H. J. Kimble, Phys. Rev. Lett. 68,
3020-3023 (1992).

10. H. Shi et al., NPJ Quantum Inf. 9, 1-12 (2023).

11. A. Belsley, Phys. Rev. Lett. 130, 133602 (2023).

12. 0. Pinel et al., Phys. Rev. Lett. 108, 083601 (2012).

13. C. Riek et al., Nature 541, 376-379 (2017).

14. M. A. Guidry, D. M. Lukin, K. Y. Yang, R. Trivedi, J. Vuckovic,
Nat. Photonics 16, 52-58 (2022).

15. N. C. Menicucci, S. T. Flammia, O. Pfister, Phys. Rev. Lett. 101,
130501 (2008).

16. S. Wang et al., Phys. Rev. A 98, 053821 (2018).

17. R. Nehra et al., Science 377, 1333-1337 (2022).

18. M. Rosenbluh, R. M. Shelby, Phys. Rev. Lett. 66, 153-156 (1991).

19. C. X. Yu, H. A. Haus, E. P. Ippen, Opt. Lett. 26, 669-671 (2001).

20. M. Fiorentino, J. E. Sharping, P. Kumar, D. Levandovsky,
M. Vasilyev, Phys. Rev. A 64, 031801 (2001).

21. N. Kalinin et al., Nanophotonics 12, 2945-2952 (2023).

22. F. R. Giorgetta et al., Laser Photonics Rev. 15, 2000583 (2021).

23. T. Ideguchi et al., Nature 502, 355-358 (2013).

24. |. E. Gordon et al., J. Quant. Spectrosc. Radiat. Transf. 277,
107949 (2022).

25. N. R. Newbury, I. Coddington, W. Swann, Opt. Express 18,
7929-7945 (2010).

26. M. Walsh et al., in Optica Sensing Congress 2023 (AIS, FTS,
HISE, Sensors, ES) (Optica Publishing Group, 2023), p. JTh1A.l.

27. P. J. Winzer, J. Opt. Soc. Am. B 14, 2424-2429 (1997).

28. F. Quinlan et al., Nat. Photonics 7, 290-293 (2013).

29. J.-D. Deschénes, J. Genest, Phys. Rev. A 87, 023802 (2013).

30. N. Lordi, E. J. Tsao, A. J. Lind, S. A. Diddams, J. Combes,
Phys. Rev. A 109, 033722 (2024).

31. H. A. Haus, Electromagnetic Noise and Quantum Optical
Measurements (Springer, 2000).

32. D. T.D. Childs et al., Appl. Spectrosc. Rev. 50, 822-839 (2015).

33. Materials and methods are available as supplementary materials.

34. W. Jia et al., Science 385, 1318-1321 (2024).

35. J. Junker, D. Wilken, E. Huntington, M. Heurs, Opt. Express 29,
6053-6068 (2021).

36. V. D. Vaidya et al., Sci. Adv. 6, eaba9186 (2020).

37. S. F. Pereira, M. Xiao, H. J. Kimble, J. L. Hall, Phys. Rev. A. 38,
4931-4934 (1988).

38. H.-A. Bachor, T. C. Ralph, A Guide to Experiments in Quantum
Optics (Wiley, 2019).

39. T. Tomberg, A. Muraviev, Q. Ru, K. L. Vodopyanov, Optica 6,
147-151 (2019).

40. J. Roy, J.-D. Deschénes, S. Potvin, J. Genest, Opt. Express 20,
21932-21939 (2012).

41. N. B. Hébert et al., Opt. Express 25, 8168-8179 (2017).

42. R. K. Cole, A. S. Makowiecki, N. Hoghooghi, G. B. Rieker,
Opt. Express 27, 37920-37939 (2019).

43. R. Dong et al., Opt. Lett. 33, 116-118 (2008).

44. F. Gyger et al., Phys. Rev. Lett. 124, 013902 (2020).

45, P. F.Bernath, J. Quant. Spectrosc. Radiat. Transf. 186, 3-16 (2017).

46. C. P. Bauer et al., Nat. Commun. 15, 7211 (2024).

47. Y. Mukai, R. Okamoto, S. Takeuchi, Opt. Express 30,
22624-22636 (2022).

48. D. |. Herman et al., Squeezed dual-comb spectroscopy, Dryad
(2024); https://doi.org/10.5061/dryad.4qrfibgkc.

ACKNOWLEDGMENTS

We thank J.-D. Deschénes, C. Rau, S. Geller and A. Kyle for
helpful discussions. We thank J. Ye and N. Newbury for

valuable comments on the manuscript. We also thank K. Cossel,
|. Coddington, and T.-H. Wu for loaning technical equipment.
Funding: The authors acknowledge funding from the NSF QLCI
Award OMA-2016244 and ONR NO00142212438. E.J.T.
acknowledges support from the NDSEG Fellowship. M.K.K. and
M.H. acknowledge support from the NSF Graduate Research
Fellowship Program. M.W. and J.G. acknowledge support from
NSERC and Photonique Quantique Québec (PQ2). Author
contributions: Conceptualization: D.l.H., MW., MKK., N.L,, EJ.T.,
J.C., J.G,, and S.A.D. Methodology: D.I.H., MW., MKK., AJL, MH,
J.G., and S.AD. Software: D.LH., MW., MKK, and J.G. Formal analysis:
D.LH, MW., MKK, N.L, J.C., JG, and S.AD. Investigation: D..H.,
MKK., MW., J.G., and S.AD. Resources: J.G. and S.A.D. Writing —
original draft preparation: D.LH., MK K., J.G., and S.A.D. Writing —
review and editing: All authors. Visualization: D.LH., MKK. MW., J.G., and
S.A.D. Supervision: J.C., JG., and S.AD. Project administration: S.AD.
Funding acquisition: J.C. and S.A.D. Competing interests: The authors
declare no competing interests. Data and materials availability: All
data needed to evaluate the conclusions in the paper are present in
the figures of the paper and/or the supplementary materials. The
data can also be accessed at Dryad (48). License information:
Copyright © 2025 the authors, some rights reserved; exclusive
licensee American Association for the Advancement of Science. No
claim to original US government works. https://www.science.org/
content/page/science-licenses-journal-article-reuse

SUPPLEMENTARY MATERIALS
science.org/doi/10.1126/science.ads6292
Materials and Methods

Supplementary Text

Figs. S1to S9

References (49-50)

Submitted 28 August 2024; accepted 30 December 2024
Published online 16 January 2025
10.1126/science.ads6292

science.org SCIENCE



RESEARCH | RESEARCH ARTICLES

BIOMATERIALS

Does the mantis shrimp pack a phononic shield?

N. A. Alderete’, S. Sandeep?, S. Raetz?, M. Asgari'f, M. Abi Ghanem®*, H. D. Espinosa™*

The powerful strikes generated by the smasher mantis shrimp require it to possess a robust protection
mechanism to withstand the resultant forces. Although recent studies have suggested that phononic
bandgaps complement the mantis shrimp’s defensive suite, direct experimental evidence for this mechanism
has remained elusive. In this work, we explored the phononic properties of the mantis shrimp’s dactyl club
using laser ultrasonic techniques and numerical simulations. Our results demonstrate that the dactyl club’s
periodic region functions as a dispersive, high-quality graded system, exhibiting Bloch harmonics, flat
dispersion branches, ultraslow wave modes, and wide Bragg bandgaps in the lower megahertz range. These
features effectively shield the shrimp from harmful high-frequency stress waves generated by cavitation bubble

collapse events during impact.

mong the various notable evolutionary

adaptations displayed by the animal king-

dom (7-6) lies the ability to withstand

high peak forces delivered over short

periods of time (7). Perhaps the most
formidable species that exhibits this capabil-
ity is the renowned peacock mantis shrimp
(Odontodactylus scyllarus), a smasher stoma-
topod native to the Indo-Pacific seabed (Fig. 1A).
Despite its relatively small size (ranging from
3 to 18 cm), this mantis shrimp is known to
execute a well-orchestrated strike sequence
that spans over seven orders of magnitude in
time (from hundreds of milliseconds to nano-
seconds) (8) and reaches peak forces in the
vicinity of ~1500 N (i.e., exceeding 1000 times
its body weight) (9). At the center of this dis-
tinctive attack system is the mantis shrimp’s
dactyl club (Fig. 1B), a hammer-shaped ap-
pendage that impacts the target in less than
50 us (9) and generates cavitation bubbles that,
upon collapse (8, 10), trigger ultrashort nano-
second shock waves with frequency contents
that can reach hundreds of MHz (11, 12). As
such, each strike delivers a dual blow capable
of breaking hard exoskeletons. Unlike other
natural attack systems, which are used only
once (13), the dactyl club can strike multiple
times in between molting cycles without sus-
taining macroscopic fracture.

A major contributing element to the dactyl
club’s strike power is its hierarchical design,
made from a limited but exquisitely tuned ar-
rangement of mineral and organic materials
(14). Three distinct layers make up the club
from the exterior to the interior: the impact
surface, the impact region, and the periodic
region (Fig. 1C). The impact surface is a hard
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(~60 GPa), thin (~70 um) hydroxyapatite coat-
ing that prevents catastrophic failure by exhib-
iting viscoplasticity and localized damage (15).
Next, the impact region (~500 um) consists
of mineralized chitin fibers in a herringbone
architecture, which enable damage dissipation
through diffuse cracking, crack arrest, and
crack deflection (14, 16). Last, the periodic re-
gion features a spatially graded Bouligand
arrangement of chitin fiber bundles [~80- to
10-um pitch (p), 2° to 6° interlayer rotation
angle (y)] (17), which modulates stress wave
propagation during impact, akin to a backing
layer. Together, these region-specific mech-
anisms form a synergistic protection system
that withstands repeated high-intensity impacts
without substantial damage.

It has been proposed that the Bouligand
structure also endows the dactyl club with
shear wave-filtering capabilities in the form of
ultrasonic phononic bandgaps (i.e., select fre-
quency ranges at which the propagation of
elastic energy is forbidden or strongly attenu-
ated) (18). Although phononic bandgaps have
been put forward as an optimized engineering
strategy for prey-predator interactions (19),
experimental evidence of phononic behavior
in nature remains rare, particularly when
compared with the more extensively docu-
mented biophotonic phenomena (20). Nota-
bly, experiments have shown that the scales
covering the wings of certain moth species
have evolved to absorb sound waves, through
local resonance in the 20- to 160-kHz range,
and provide acoustic camouflage against the
echolocating sonar of predatory bats (21).

Motivated by the limited understanding of
the phononics of the dactyl club, we investi-
gated the dispersion characteristics of the
impact and periodic regions across various
acoustic scales by using two optoacoustic set-
ups and finite element analysis (FEA). Specif-
ically, we analyzed surface acoustic wave (SAW)
propagation in the MHz range within these
regions using nanosecond and picosecond
pump-probe laser ultrasonics (NLU and PLU,
respectively) setups. Laser ultrasonics tech-

niques were chosen for their ability to generate
nondestructive ultrasonic and hypersonic waves
and for their capacity to spatially interrogate
the sample. The use of SAWSs, which combine
longitudinally and transversely polarized waves
(with a predominant detection of the latter
due to the technique’s sensitivity to out-of-
plane motion), was particularly suited for this
study. This approach was grounded on the
established notion that helicoidal fiber arrange-
ments primarily influence shear wave propa-
gation while leaving longitudinal waves mostly
unaffected (22). Additionally, studying wave
propagation on the surface of the dactyl club
provided access to distinct local regions, offer-
ing a spatially targeted view of wave phenom-
ena on the club. Selection of the temporal
regime responds to the characteristic length
scales of the periodic region and to the fact
that shrimp impacts contain frequencies in
the ultrasonic range (9), which has led to
shrimp-inspired solutions that point to ultra-
sonic filtering as a key attenuation mechanism
(23). Furthermore, combined access to nano-
second and picosecond scales provides in-
sight into the hierarchy of the periodic region,
from the effective medium scale down to the
individual layers that make up the Bouligand
structure. As such, and in line with the hy-
pothesis of the dactyl club’s phononic capa-
bilities, our experimental measurements and
computational analyses unveiled a complex
phononic landscape, with dispersion effects
stemming from a variety of mechanisms elic-
ited by the multiscale, hierarchical nature of
the dactyl club.

Results
NLU experiments

The phononic spectra of the dactyl club’s im-
pact and periodic regions were first investi-
gated using a time-resolved pump-probe NLU
method called transient grating spectroscopy
(TGS; Fig. 1D). In TGS, two subnanosecond
laser pump pulses are crossed at an angle at
the aluminum-coated surface of the sample,
forming an optical interference pattern (24).
The elicited rapid thermoelastic expansion in
the metal generates counterpropagating SAWs
with an acoustic wavelength (A,.) equal to the
spacing of the optical interference fringes. In
the experiment, SAWs were monitored in the
time domain by measuring the diffraction of a
quasi-continuous wave probe beam caused by
the transient vertical displacement of the sur-
face (see materials and methods section S3).
SAW-modes propagating in the xz plane (i.e.,
across or along the Bouligand layers) result in
high-frequency oscillations in the signal. By
varying the acoustic wavelength (Fig. 1D) and
analyzing the spectrum of each measured signal,
the frequency-acoustic wave number (k) rela-
tionship can be established, enabling charac-
terization of the material’s phononic dispersion.
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A Smasher-type Mantis Shrimp
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Fig. 1. Mantis shrimp club and our approach to characterize its phononic behavior. (A) Smasher mantis
shrimp using its dactyl club against a seashell. [Photo credit: R. Caldwell] (B) Dissected dactyl club (whole,
side view). (C) Transverse cross section of the club with distinct layers highlighted. (D and E) Schematic
and characteristic signals of (D) NLU characterization of the impact and periodic regions by TGS and (E)
PLU characterization by ASOPS, as well as a schematic of the Bouligand arrangement of the fibers with a relative

angle between plies (y) and pitch (p).

The TGS technique provides access to surface
acoustic phonons with wavelengths ranging
from 6 to 31 pm.

To gain insight into the mechanical proper-
ties of the club, we measured the frequency
variation of SAWs along the  direction at a
fixed acoustic wavelength (A,. = 30 um). We
examined four different spots: one in the im-
pact region (~200 um from the impact-periodic
region interface; blue spot in Fig. 2B) and
three within the periodic region with charac-
teristic pitches of p = 45, 40, and 35 um (green,
blue, and orange spots in Fig. 2B). We note
that the pitch within the periodic region varies
continuously in a gradient fashion and that
the reported pitch values represent an aver-
age periodicity measured over the probed spot
size. From measured frequencies, the variation
in phase velocity of the SAWs was obtained
from vy, = fsawhace, Where LW is long wave-
length, as shown in Fig. 2A. A clear change in
phase velocity was identified from faster to
slower speeds. These results are consistent
with previously reported elastic modulus mea-
surements of 30 to 60 GPa in the impact re-
gion and a lower modulus, ranging from ~10
to 20 GPa, in the periodic region (14).

Next, we performed TGS experiments to ob-
tain dispersion curves for acoustic waves pro-
pagating along the « direction of the sample
(Fig. 2C). The impact region exhibited a dis-
persionless curve with a single SAW mode at
a phase velocity of 2380 m s™’. By contrast,
the periodic region displayed a more complex
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behavior, featuring two primary propagating
SAW modes with average phase velocities of
3450 and 1540 m s, corresponding to sur-
face skimming longitudinal (SSL) and Ray-
leigh (R) waves, respectively. These velocities
align well with longitudinal and transverse
wave speeds estimated from composite prop-
erties by static indentation tests (14, 18). The
invariance of R- and SSL-wave velocities with
respect to pitch is consistent with the presence
of a composite made of transverse isotropic
laminas with similar mechanical properties
and stacking characteristics. Additionally, for
pitches of p = 45 and 40 um, another propa-
gating mode with a phase velocity of 2030 m s
(SAW-2) branches from the R-wave mode around
k=03um™

In addition to the aforementioned modes,
we observe a mode parallel to the R-mode that
was characterized by a similar group velocity
(vg = do/dk, where o is the angular frequency)
but shifted by a spacing (Ak). This shift is
evident in all three dispersion diagrams of the
periodic region (green, purple, and orange
diagrams) but absent in the impact region
(blue diagram) (Fig. 2C). Notably, this spacing,
indicated by double-headed arrows in the dia-
grams, increases as the pitch decreases. Be-
tween the identified modes (dotted lines), several
additional frequency peaks are detected, which
appear to correspond to small segments of
other acoustic modes (see, for example, the black
and orange arrows in Figs. 2C and 3B, respec-
tively, and spectrograms in supplementary text

section S1). Additionally, low-frequency oscil-
latory signals (<50 MHz, mode A along dashed
lines) are present in all dispersion diagrams,
consistent with acoustic oscillations in air (25).
To interpret TGS experimental observations,
we used finite element modeling (FEM) to
simulate SAW propagation through idealized
periodic microstructures with geometric pitches
matching those in the experiments. Because
the wavelengths probed by TGS are much
larger than the fiber diameter and interfiber
distance, we modeled the Bouligand micro-
structure as a composite laminate of trans-
versely isotropic laminas. For the composite’s
physical and mechanical properties, we adopt-
ed values reported by Guarin-Zapata et al.
(18), that is, p = 1400 kg m™>, Ep = 30 GPa, Ep =
15 GPa, Grp = 1.65 GPa, and vp = vp = 0.25,
where p, E, and G are the density, elastic mod-
ulus, and shear modulus, respectively, and sub-
scripts T and P refer to transverse and plane
properties, respectively. The components of
the stiffness matrix (Cy), as a function of the
ply rotation angle, are shown in the polar plots
of Fig. 3A. We assumed an interply rotation
angle of y = 5° which resulted in ply thick-
nesses (¢t = py/180°) on the order of ~1 um,
consistent with previous reports (17).
Figure 3B presents the FEM-obtained dis-
persion diagrams for p = 45, 40, and 35 um
alongside the experimental data. The compu-
tational results reveal a complex dispersion
landscape with several key features. First, a re-
petitive pattern emerges, marked by parallel
propagative lines above 25 MHz and charac-
teristic branch folding (peaks and valleys) below
25 MHz. This pattern results from considering
wave numbers that span multiple Brillouin

zones (BZs), where the BZ length is BZ [f IE] , 151] .

As the pitch decreases, the number of repeated
patterns decreases within the same wave num-
ber range. This periodic repetition of the pat-
tern at exact integer multiples of the BZ gives
rise to Bloch harmonic modes, highlighted for
the SSL- and R-modes by white dashed lines.
For instance, at p = 45 um, ~6 Bloch harmonics
fit within the wave number range 0 to 1 um‘l,
whereas at p = 35 um, ~5 Bloch harmonics fit
within the same range. These Bloch harmonic
lines appear parallel because they share the
same group velocity and correspond to the
same acoustic mode. As the pitch decreases,
the spacing between these Bloch harmonics
(Ak) increases. To focus on the most relevant
features, we examined the first two BZs for p =
45 um, as shown in the expanded view of Fig.
3B. The diagram reveals the nondispersive
nature of the SSL-mode and the opening of a
bandgap (indicated by dotted lines and BG)
for the R-wave mode around 25 MHz, with a
width of ~2 MHz. The different dispersion
characteristics of these modes can be attrib-
uted to the modulation of the relevant elastic
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constants along the pitch: The SSL-mode, with
its main displacement along the x axis, exper-
iences no elastic modulation, whereas the
R-wave, with its displacement along the y axis,
is modulated elastically. The R-wave bandgap,

predicted for all pitches (p = 45, 40, and 35 um),
widens as the pitch decreases.

By comparing the numerically obtained
dispersion diagrams with the experimental
data, we identified three key findings. First, the

model-predicted phase velocities align well with
the experimentally measured phase velocities
of the R-wave and SSL-waves, validating both
the model and the used mechanical properties.
Second, consistent with simulations, R-wave
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= : i
— 1800t e I °
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1400F Region * 30 50 70 90 f(MHz) Periodic Region &

02 04 086

Fig. 2. Ultrasonic phononic dispersion of the mantis shrimp’s dactyl club.
(A) Frequency (f) spectrogram obtained by fast Fourier transform (FFT) and
phase speed variation in the impact and periodic regions obtained by TGS at an
acoustic wavelength (A, = 30 um). (B) Enlarged view of the cross section of the
dactyl club with regions probed by TGS (large spot sizes) and PLU (small spot
size); the colored regions illustrate the position and sizes of the probed regions.
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(C) Phononic dispersion curves obtained from TGS at locations highlighted in
(B). (D and E) SEM images of the region probed by PLU showing (D) the chitinous-
organic composite and (E) fiber bundles made of individual chitin fibrils.

(F) Phononic dispersion curves obtained from PLU. Red and white dots in

(C) and (F), respectively, represent pixels with maximum intensity in the
pseudocolor plots.
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Fig. 3. Finite element simulations of phononic dispersion. (A) Schematic of
simulation domain for surface wave propagation in the Bouligand microstructure.
Applied surface traction 1, (x, t), displacement field u(t) collection points (where u
is displacement), and angular variation of the stiffness matrix components are shown.
(B) FEM-obtained surface wave dispersion diagrams (k-f) for three pitches.

Bloch harmonic modes (parallel modes shifted
by Ak in Fig. 2C) are detected experimentally,
whereas SSL-wave Bloch harmonics are less
pronounced, likely because of the technique’s
sensitivity to y-axis displacement. Some peaks

662 7 FEBRUARY 2025 « VOL 387 ISSUE 6734

) 05 10 1.5

A>>0

e T

04 08
k (um)

=---- Air Vibrations

Ly
th
o
(=]

f (MHz)
2

20 25
k (um™)

labeled as SAW-2 in Fig. 2C may correspond to
SSL-wave Bloch harmonics crossing R-wave
Bloch harmonics, or they could indicate a
second pseudosurface acoustic mode, which
is commonly seen in waves propagating on

Experimental points obtained with TGS are superimposed. For the case p = 45 um, a
detailed view of the first two BZs is shown (the edge of the first BZ is shown as a dashed
line). In all cases, the bandgap for R-waves is highlighted. (C) FEM-obtained surface
wave dispersion diagrams (k-f), with experimental points superimposed for the region
probed by PLU. A zoomed-in view within the first two BZs is also depicted.

anisotropic surfaces (26). This second mode
warrants further investigation beyond the scope
of this study (see additional details in supple-
mentary text section S3). Third, the observed
increase in Ak with decreasing pitch confirms
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Fig. 4. Role of the mantis shrimp’s graded microstructure in impact atten-
uation. (A) Key events in the strike sequence of the smasher mantis shrimp
together with relevant timescales and frequency content. (B) Spatial modulation
of the geometric pitch of the Bouligand microstructure as measured along the
median axis of the club. (C) Modulation of elastic constants for spatially

the parallel mode as a Bloch harmonic of the
R-wave. The experimental detection of these
modes highlights the high-quality periodicity
of the structure, akin to a phononic crystal.
Additionally, R-wave folding above the band-
gap is observed but partially masked by air
oscillations. Interestingly, when a simplified
model consisting of laminates with isotropic
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plies exhibiting an oscillating elastic modulus
is used, the model also captures the emergence
of SSL-wave and R-wave Bloch harmonics [see
supplementary text section S4 and (27)].

PLU experiments

Thus far, TGS experiments provided insight
into the first-order hierarchical features with-

i J F ¢

i U ¢ ;

3 10 15 20 25
f (MHz)

modulated microstructures with pitch following (B). (D) Schematics of

FEA models for plane longitudinal and shear wave propagation in response
to a Ricker-type pulse (pulse and spectrum are shown in the insets).

(E) Transmission spectra of single-pitch periodic microstructure and graded
microstructure under the applied pulses.

in the periodic region of the mantis shrimp’s
dactyl club, revealing characteristics associ-
ated with the helicoidal laminate structure. At
a finer hierarchical level (i.e., at smaller wave-
lengths), individual elements of the helicoidal
laminate, such as chitin fiber bundles em-
bedded in a soft matrix with an interfiber dis-
tance of ~1 um (17), become discernible.
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Scanning electron microscopy (SEM) images
taken from a cracked portion of the club (Fig.
2, D and E) show these details. To explore this
finer hierarchy, we used the ultrafast PLU
technique, which involves femtosecond pump
pulses focused normal to the sample surface,
creating a circular spot (~1.25 um in diameter).
The pump pulses generated thermoelastic ex-
pansion in the Al layer, launching a broad-
band SAW pulse that propagated in the a-g
plane of the sample. Time-domain detection
was achieved through asynchronous optical
sampling (ASOPS) between the pump and
probe pulses (see materials and methods sec-
tion S4) (28). The spatial information of the
traveling waves is obtained by scanning the
pump relative to the probe in a one-dimensional
(1D) fashion (Fig. 1E), allowing the generation
of space-time diagrams. From these diagrams,
SAW dispersion curves are extracted by 2D
Fourier transformation. This ASOPS-based PLU
setup enables the resolution of wavelengths
down to 2.5 pm, with the ability to probe sur-
face modes up to several GHz (29). Thus, the
technique extends the experimental window
to wavelengths approaching the composite-
layer characteristic length (e.g., fiber bundle
diameter and interfiber distance) and, owing
to the point-source geometry, also allows ex-
ploration of potential 3D effects that arise from
material anisotropy and structure.

Figure 2F presents the dispersion diagram
obtained with the PLU technique, highlight-
ing two key observations. First, a primary
SAW mode is observed with a phase velocity of
1350 m s, closely matching the R-wave iden-
tified in TGS experiments (~6% difference).
We identified this mode as the R-wave. Unlike
the R-wave in TGS, this mode is dispersive, as
evidenced by the folding near the end of the
accessible wave number range (k¢ ~ 2.1 pm™).
Additionally, a flat branch is observed around
~450 MHz, extending across the entire probed
wave number range. A small bandgap (~20 MHz)
is identified between the R-wave mode and the
flat mode. Notably, the R-wave mode was not
detected for wave numbers % < 1 um™". This can
be attributed to two factors: the influence of
the pump-related thermal background (low-
frequency) near the pump and probe laser
beams and the 3D effects inherent to the PLU
technique due to point-source generation, which
lead to wave attenuation at the observation
point. This feature is important not only for
interpreting the PLU results but also for gain-
ing insights into the biomechanical function
of the club, as discussed in the next section.

We conducted FEM simulations for a mi-
crostructure with a pitch of ~11 um to interpret
the PLU results, capturing acoustic wavelengths
down to ~2.5 um. The predicted R-wave mode
matches experimental data, with a flat branch
near ~425 MHz, though its intensity is over-
shadowed by the stronger R-wave mode.
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Zooming into the first two BZs reveals the
nondispersive SSL-wave and the dispersive
R-wave, which exhibit a broader bandgap (50
to 75 MHz) due to folding. At higher frequen-
cies, two flat branches are predicted: one at
405 MHz and another at 425 MHz. The first
flat branch corresponds to the flattening of
the R-wave mode observed in experiments,
whereas the second flat branch shows qual-
itative agreement with the experimental flat
mode that spans the entire range of probed
wave numbers. Although there are slight dis-
crepancies in frequency (likely due to assumed
material properties and model geometrical as-
sumptions), the gap between these branches
(~20 MHz) is in close agreement with the ex-
perimental observations. To further investigate
the mode shapes related to these branches, we
performed 3D simulations with Bloch-Floquet
periodic boundary conditions [see supplemen-
tary text section S5 and (30)]. These simula-
tions revealed that the flat branch (fig. S6) is
predominantly a surface mode, with both hori-
zontal (2) and vertical (y) displacement com-
ponents, indicative of a zero-group velocity
(0w/0x = 0) mode, where the energy is lo-
calized within the structure (no propagation).
The detection of these experimental features
confirms the phononic characteristics of the
mantis shrimp’s periodic region and high-
lights the influence of 3D effects arising from
the complex material anisotropy and club struc-
ture in this region.

Elastic wave filtering as strategy for

impact mitigation

In the preceding sections, we presented an
experimental evaluation of the phononic be-
havior of the mantis shrimp’s dactyl club, at
the local level within its periodic region, and
its interpretation through modeling. We now
shift focus to exploring the integrated wave-
filtering capabilities of the club’s periodic re-
gion in the context of the dactyl club’s strike.
Specifically, we address two key questions:
What is the role of the graded Bouligand struc-
ture from a phononics perspective and what
are the implications of selective filtering of
MHz shear waves?

The mantis shrimp’s strike involves a series
of energy release mechanisms, starting with
muscle contraction and energy storage, fol-
lowed by a latch-like release, and culminating
in the club’s high-speed impact on the target,
accompanied by the generation and collapse
of cavitation bubbles (Fig. 4A). Although the
impact phase represents less than 0.1% of the
total strike sequence duration (8), its temporal
characteristics are crucial for understanding
the role of the discovered phononic mecha-
nisms. The initial contact with the target lasts
under 50 us (74) and resembles a pyrotechnic
shock, characterized by high-frequency, short-
duration, and high-magnitude stress waves

consistent with kHz-range vibrations (23, 31).
Following this, the collapse of cavitation bub-
bles violently releases energy over tens of nano-
seconds, generating shockwaves in the MHz
range (8, 32, 33), potentially reaching frequen-
cies up to 1 GHz (~ns ™) (21). Although both the
contact blow and cavitation blow are used by
the mantis shrimp to strike its prey, the cav-
itation blow has only about half the peak force
of the initial contact blow but exhibits a much
higher frequency spectrum (9). Moreover, the
hierarchical multilayer structure of the dactyl
club, as predicted by FEA, concentrates the
highest principal stresses near the impact sur-
face, allowing lower-amplitude, high-frequency
stress waves to propagate through the periodic
region (I4). These observations emphasize the
importance of high-frequency waves in the
shrimp’s impact dynamics.

Owing to the rapid dynamics of the strike,
experimental measurements of the impact’s
frequency spectrum have so far been limited
to vibrations up to 170 kHz (9). However, this
upper limit reflects the limitations of the
sensing devices rather than the absence of
higher-frequency energy transport. In this
context, our observations of phononic disper-
sion, including Bragg bandgaps in the tens of
MHz range within the periodic region, align
with other shrimp-inspired phononic studies
(34). These findings suggest that the mantis
shrimp uses phononic mechanisms to shield
itself from high-frequency transients associ-
ated with cavitation-induced shocks during
impact (Fig. 4A). Furthermore, they under-
score the importance of reevaluating the dy-
namics of the shrimp’s powerful strike using
more advanced instrumentation.

To advance this understanding, we eval-
uated the effectiveness of the mantis shrimp’s
functionally graded microstructure in mitigat-
ing impact under representative conditions.
We used a 2D, linear elastic finite element
plane-wave model (Fig. 4, B to D) to indepen-
dently simulate longitudinal and transverse
bulk wave propagation across Bouligand mi-
crostructures that mimic those of the mantis
shrimp. This simplified model was used to
isolate the effects of microstructure on bulk
wave propagation, which avoided the com-
plexities that arise during a dactyl club strike
event, such as underwater fluid-structure in-
teraction, 3D effects, wave propagation across
multiple regions, and the curvature of the
club’s surface. In our simplified 2D strip model,
we replicated the geometrically graded struc-
ture of the periodic region by incorporating the
variation in pitch length observed in dactyl
club cross sections (Fig. 4, B and C). Alongside
the geometric grading, we accounted for spa-
tially modulated anisotropic elastic properties,
varying the components of the stiffness tensor
as a function of position, as illustrated in Fig.
4B. To benchmark the graded microstructure,
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we compared it against a simpler single-pitch
microstructure corresponding to the largest
pitch measured in our dactyl club samples
(80 um). This control design not only reflected
the location of larger pitches closer to the
impact surface but also accounted for their
tendency to generate Bragg gaps at lower
frequencies. To excite longitudinal and trans-
verse waves, we applied a spatially uniform
pulse centered at 10 MHz (Fig. 4D) modeled
as a normal pressure [o(#)] and a tangential
traction [t(%)], respectively (where ¢ is time).
Although detailed modeling of the underwater
dynamics of the mantis shrimp’s strike is be-
yond the scope of this study, the effects of the
cavitation blow are approximated through
the applied stress pulse and material proper-
ties validated by surface wave experiments.
(For an evaluation of MHz phononic behavior
under hydrated conditions, refer to supple-
mentary text section S7). We quantified wave
attenuation by comparing the frequency spec-
trum at the end of the domain (node “out” in
Fig. 4D) with that of the applied pulse (node
“in” in Fig. 4D). Further details of the model-
ing approach are provided in the materials
and methods.

The frequency spectra of transmitted nor-
mal and shear stress components, for both
single-pitch and graded models, are displayed
in Fig. 4E. For longitudinal stress waves, the
input and output stress spectrograms over-
lap, indicating no notable filtering. This is ex-
pected, because the variation of the material
stiffness in the @ direction is invariant of posi-
tion, that is, the medium is uniform for lon-
gitudinal waves propagating in the & direction.
By contrast, for shear waves, the spectrograms
reveal a pronounced influence of the micro-
structural arrangement. In the single-pitch
microstructure, a frequency dip centered around
8 MHz aligns with the bandgap predicted from
the dispersion diagrams (see supplementary text
section S6). For the graded microstructure, a
much broader gap emerges, spanning most
of the frequency range of the applied pulse.
This highlights the structural gradient’s ability
to affect a wider frequency range. Signal en-
ergy calculations show that 100% of the in-
coming pressure pulse is transmitted, whereas
only 66 and 43% of the shear pulse energy is
transmitted through the single-pitch periodic
and graded-pitch structures, respectively.

Beyond the linear plane wave model, which
emphasizes the interaction between microstruc-
ture and high-frequency waves in shielding
against nanosecond-scale shockwaves, we note
that real-world impacts may act as point sources.
In such cases, bulk elastic waves could diffract
in three dimensions, further broadening the
frequency range of filtering. Furthermore, if
bulk waves are not plane waves propagating
strictly along the periodic region, even longi-
tudinal waves could become sensitive to the
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periodic variation in elastic properties. Conse-
quently, most wave energy and frequency con-
tent would be filtered, with only a fraction
propagating through (primarily polarized and
traveling along the a-direction).

Selective filtering of shear waves, by Bouligand-
like spatially modulated structures, hints at
the potentially detrimental effects of these
waves to the dactyl club’s functionality. Exten-
sive experimental and computational studies
on behind-armor blunt trauma (nonpenetrat-
ing impacts) have demonstrated that gross
motions induced by shear waves are critical
contributors to damage in organs and tissues,
leading to lacerations, contusions, interfacial
disruptions, and fractures (35-37). Shear waves
are also linked to traumatic brain injuries, such
as diffuse axonal injury, through mechanisms
such as shear wave focusing and shear shock-
wave generation with high-frequency harmonic
components (38, 39). Given the precise neural
control required for the mantis shrimp’s striking
motion (40), protecting nerve fibers is essential,
because it ensures the structural integrity of
the club’s tissue and the organic membranes
within, particularly during high-strain-rate
events and successive molting cycles (41, 42).
Similarly, in synthetic materials, transverse
(shear) waves have been shown to cause de-
lamination and interlayer cracking in impact-
resistant composites, compromising their
structural integrity and dynamic load resis-
tance (43, 44). The mantis shrimp’s design,
which selectively shields against the highest
frequencies rather than the entire spectrum,
reflects an advanced strategy that recognizes
that strain rate can be as damaging as, or more
damaging than, load magnitude, a phenome-
non observed in studies on the effects of ultra-
sound (35, 42). This selective filtering also
relates to the overall size limitation of the
periodic region within the dactyl club, given
that filtering lower frequencies would require
larger pitches. Furthermore, the periodic re-
gion provides additional advantages, including
enhanced toughness attributed to the Bouli-
gand architecture (45, 46). This architectural
motif offers dual benefits: high-frequency pho-
nonic filtering and mechanical toughening.
Interestingly, these phenomena may not be
independent but rather interdependent, with
phononic mechanisms potentially enhancing
extrinsic toughening by facilitating stable crack
growth and mitigating catastrophic failure
(47, 48).

Discussion and conclusions

The mantis shrimp has long been regarded as
a paragon of biological engineering owing to
its notable impact-related properties. More re-
cently, numerical analyses have suggested
that the helicoidal fiber arrangement in the
periodic region of the dactyl club gives rise to
phononic shear wave bandgaps, complement-

ing the suite of defensive mechanisms of the
mantis shrimp.

By combining nanosecond and picosecond
laser ultrasonic techniques with modeling, we
have presented experimental evidence of pho-
nonic behavior facilitated by the Bouligand
microstructure of the mantis shrimp. The pho-
nonic nature of the periodic region of the
dactyl club was revealed through the obser-
vation of Bloch harmonics, dispersive surface
modes, flat modes, and phononic bandgaps.
These observations arise from the interactions
of waves with the hierarchical architecture of
the dactyl club, as shown by transient wave
propagation simulations. Using dynamic finite
element models, we assessed the role of the
graded Bouligand arrangement in impact mi-
tigation through wave-filtering mechanisms
and compared it with simpler microstructural
configurations.

We conclude that the graded Bouligand ar-
rangement in the mantis shrimp selectively
filters shear waves generated by nanosecond-
scale cavitation bubble collapse over an ex-
tended range in the lower MHz regime. This
characteristic, which stems from the distinc-
tive material and geometric properties of the
periodic region, suggests an evolutionary ad-
vantage in shielding soft tissues from harmful
high-frequency shear waves, which are partic-
ularly detrimental to soft tissues and neural
synapses.

In the broader context of natural phononic
structures, our measurements and analyses ex-
tend the known range of functional phononic
behavior into the MHz regime, providing evi-
dence of phononic Bragg scattering mecha-
nisms (akin to those seen in phononic crystals),
rather than local resonance, as a biological
functionality. Additionally, this work high-
lights nature’s ability to engineer a high-
quality ultrasonic chirped phononic crystal,
exhibiting Bloch harmonics, with a level of
sophistication that would typically require
advanced micro- and nanomanufacturing tech-
niques. Furthermore, the discovery of flat bands
extending into the hundreds of MHz suggests
the potential for spatial energy localization,
which can be dissipated locally with minimal
damping, offering further insights into how
these natural structures may mitigate high-
frequency energy.
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Moisture-responsive root-branching pathways
identified in diverse maize breeding germplasm

Johannes D. Scharwies'*, Taylor Clarke, Zihao Zheng?t, Andrea Dinneny?, Siri Birkeland®1,
Margaretha A. Veltman®>$, Craig J. Sturrock®, Jason Banda®, Héctor H. Torres-Martinez’,
Willian G. Viana, Ria Khare, Joseph Kieber’, Bipin K. Pandey®, Malcolm Bennett®,

Patrick S. Schnable?, José R. Dinneny™*

Plants grow complex root systems to extract unevenly distributed resources from soils. Spatial differences
in soil moisture are perceived by root tips, leading to the patterning of new root branches toward available
water in a process called hydropatterning. Little is known about hydropatterning behavior and its genetic basis
in crop plants. Here, we developed an assay to measure hydropatterning in maize and revealed substantial
differences between tropical/subtropical and temperate maize breeding germplasm that likely resulted from
divergent selection. Genetic analysis of hydropatterning confirmed the regulatory role of auxin and revealed
that the gaseous hormone ethylene locally inhibits root branching from air-exposed tissues. Our results
demonstrate how distinct signaling pathways translate spatial patterns of water availability to developmental

programs that determine root architecture.

limate change is predicted to increase
the duration and severity of droughts
(1). This will threaten crop production,
which depends heavily on water. Plant
water uptake is facilitated by an intri-
cate network of roots. Breeding plants with
improved root access to water is a potential
method to make crops resilient to climate change
(2). Root networks are established by branch-
ing of the primary root axis. The development
of lateral root branches is highly responsive
to the spatiotemporal distribution of resources
such as water and nutrients in soils (3, 4).
Plants sense micrometer-scale heterogeneity in
water availability at their root tips, with spatial
differences along the root tip circumference
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determining the patterning of lateral roots
through hydropatterning (5, 6) (Fig. 1A). This
response may allow plants to capture water
more efficiently while minimizing the meta-
bolic cost of root growth in dry soil (7). Under-
standing the extent of phenotypic variation for
this trait within breeding populations and de-
termining its genetic basis may facilitate crop
improvement. Furthermore, understanding the
mechanistic basis of hydropatterning will illu-
minate how heterogeneity in moisture is sensed
by organisms to enact an adaptive response.

Hydropatterning in domesticated maize

Here, we investigated hydropatterning in the
cereal crop species maize (Zea mays), which
constitutes a major source of calories world-
wide. To capture the phenotypic diversity of
hydropatterning, we developed an assay using
germination paper to create a controlled gra-
dient of water availability across the circum-
ference of the growing primary root (Fig. 1B
and fig. S1). Simultaneous characterization of
a diverse set of 250 maize inbred lines (data S1)
from the Goodman-Buckler association panel
allowed us to cover most of the genetic diversity
present in current public sector breeding pro-
grams (8).

For all tested maize inbred lines, we observed
that primary roots preferentially formed lateral
roots on the side touching the water-saturated
germination paper (the contact side), which is
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Fig. 1. Hydropatterning responses revealed in public sector breeding lines
of maize. (A and B) Schematic of the hydropatterning response (A) in our
custom-built hydropatterning assay (B). Primary roots of maize seedlings were
grown in a vertical position along moist paper while being prevented from
growing off the paper by a mesh cover. Lateral root primordia were preferentially
induced toward the water-saturated paper (contact side) and suppressed on the
air-exposed side (air side). Shown is a longitudinal cross section of maize root
(B73 inbred) stained with calcofluor white (gray) and SYBR green (green) which
stain cell walls and cell nuclei, respectively. The contact and air sides are separated

consistent with the inductive effect of water
availability previously observed in the maize
reference inbred B73 and in other species (5)
(Fig. 1C and data S2). Nevertheless, a substantial
proportion of all surveyed maize inbred lines de-
veloped air-side lateral roots as well, resulting
in an observed phenotypic range of 0 to 39%
air-side lateral roots across all 250 inbred lines
(Fig. 1D). This suggests that a larger portion of
maize inbred lines exhibit weakened hydro-
patterning (i.e., more air-side lateral roots) than
previously indicated (9). Additionally, in a set
of 20 maize inbred lines with diverse hydro-
patterning responses, we observed that hydro-
patterning in primary roots was significantly
correlated to hydropatterning in crown roots,
which make up the bulk of mature maize root
systems (fig. S2, A to C, and data S3). Our re-
sults highlight the substantial variation of
hydropatterning across maize root types, al-
lowing this trait to be used for understanding
how quantitative genetic variation contrib-
utes to overall root architecture.
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In the B73 maize inbred line, lateral root
founder cells initiate primordium development
~12 mm from the root tip (10). Prior research
using B73 found that moisture availability cues,
which determine the patterning of lateral roots,
are perceived closer to the root tip, specifically
within the first 5 to 6 mm (9). This suggests that
moisture cues act on lateral root development at
the founder cell patterning stage rather than at
later developmental stages. Comparing lateral
root patterning in several strong (<5% air-side
lateral roots) and weak (>20% air-side lateral
roots) hydropatterning inbred lines, we found
that pre-emerged lateral root primordia and
post-emergence lateral roots exhibited the same
bias in distribution between the contact sides
and the air sides, corresponding to the hydro-
patterning strength of each inbred line (fig. S2,
D and E). Our observations provide further evi-
dence that hydropatterning primarily acts at
the lateral root founder cell patterning stage.

We next investigated how the observed var-
iation in hydropatterning correlates with root
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by a dashed red line. (C and D) Distribution of contact-side (blue) and air-side
(white) lateral root densities from 250 maize inbred lines characterized using

the hydropatterning assay (C) and calculated percentage of air-side lateral roots
(purple) (D). Each inbred line is represented by its median value (n =1 to 3 seedlings
per inbred line) (data S2). Gray lines connect corresponding inbred lines.
Population median is shown as white circles. (E) Three-dimensionally rendered
x-ray computed tomography images, viewed from the front and the top, showing
lateral root patterning on primary roots of strong (Cl64) and weak (OH7B)
hydropatterning inbred lines grown through an air-filled macropore in soil.

architecture in soil conditions. In nature, large
air spaces in the soil matrix called macropores
are commonly created by prior root growth or
burrowing invertebrate activity, such as by earth-
worms. We tested how lateral roots were pat-
terned when primary roots were grown through
artificial macropores. Strong hydropatterning
inbred lines initiated their lateral roots pref-
erentially toward the side of the root in contact
with soil, as observed by microscale x-ray com-
puted tomography (Fig. 1E). By contrast, weak
hydropatterning inbred lines displayed a re-
duced bias, with more lateral roots growing into
the air-filled macropore. Quantification across
multiple strong and weak hydropatterning in-
bred lines found that they made similar percen-
tages of air-side lateral roots in the soil macropore
and our hydropatterning assay (fig. S2, F to H).
These results demonstrate that our hydropat-
terning assay generates reproducible pheno-
types that translate to soil conditions.

To explore how variation in hydropatterning
relates to other phenotypic traits of field-grown
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Fig. 2. Differences in hydropatterning across breeding subpopulations may
have been caused by divergent selection. (A to D) Population structure and
hydropatterning traits of 231 maize inbred lines (19 inbred lines from original
population of N = 250 were excluded due to missing genotypic data). (A) Ancestry
components and subpopulation assignments. Inbred lines <80% group identity
(dashed line) is “mixed.” Popcorn (pop) and sweet corn (sweet) groups were defined
a priori. (B to D) Phenotypic data of contact-side (B) and air-side (C) lateral root
density and percentage air-side lateral roots (D) are shown as the median value for
each inbred line (n = 1 to 3 seedlings per inbred line) (data S2). (E) Subpopulation
comparisons of contact-side (top) and air-side (bottom) lateral root density. Violin

maize plants, we performed a correlation anal-
ysis with 64 compiled trait sets measured from
field-grown plants (77). We found that both air-
side lateral root density and the percentage of
air-side lateral roots correlated significantly
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with root crown depth and the number of
nodes with brace roots (fig. S3, A to C, and
data S4). Weaker hydropatterning inbred lines
generally exhibited more shallow root systems
with fewer brace roots according to data col-

1.00
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plot area was adjusted for the number of inbred lines/subpopulation. Letters denote
significant differences between subpopulations (P < 0.05, Kruskal-Wallis and Dunn's
post hoc tests); n.s., no significant differences. (F) Population-wide comparison of
Fsr (fixation index) and Qsr (genetic differentiation regarding a quantitative trait)
distributions for contact-side (top) and air-side (bottom) lateral root density. Black
dotted lines indicate means; gray dashed lines indicate 95% confidence intervals.
(G) Subpopulation pairwise Qst — Fsr comparisons. Asterisks denote significant
differences between Qst and Fsr (*P < 0.05, Benjamini and Hochberg adjusted).
White crosses, not significant. Number of inbred lines in each subpopulation across
all panels: nis = 53, Nngs = 63, Nss = 14, Niixed = 88, Npop = 9, and Ngyeer = 6.

lected in two studies from Iowa (fig. S3, D to F)
(12, 13). This suggests that more efficient place-
ment of root branches toward water may im-
prove the ability of root systems to attain
greater depths, possibly due to the metabolic
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Fig. 3. Genetic control for hydropatterning revealed in maize and validated

in Arabidopsis. (A and B) Manhattan plots of TWASs and GWASs for air-side lateral

root density in maize. (A) TWAS used gene expression data from maize root tips
(19). Significance threshold: model frequency = 0.05 (red dashed line). (B) GWAS
shows smallest value for each SNP across three minor allele frequency cutoffs:

>0.4% (solid circles), =2.2% (solid triangles), and =4.4% (solid squares). P = 0.05,

FDR-adjusted significance threshold (red dashed line). Gray and black lines
connect SNPs and associated candidate genes corresponding to the chromosome

coloration. (C) Validation of maize candidate genes using mutants of corresponding

gene orthologs in Arabidopsis. Air-side lateral root densities of mutants are shown
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relative to Col-O WT. Fill color denotes significant differences (P < 0.05, paired
Student's t test): mutants > WT are shown in orange, mutants < WT in blue, and not
significant in gray; n = 5 to 10 plates per mutant (five WT and five mutant seedlings
per plate). (D) Comparisons of contact-side (Cont) and air-side (Air) lateral root
densities between Col-O WT (gray) and mutants for AtAXRI, AtHRD3A, and AtFLA4
(all mutants black). n = 10 plates per mutant (five WT and five mutant seedlings
per plate). Asterisks denote significant differences (*P < 0.05, **P < 0.01,

**¥P < 0,001, paired Student's t test). Bar graphs indicate the mean + SEM.

(E) Binary images of 11-d-old seedlings. Orange triangles mark air-side lateral roots.
Scale bar, 0.5 cm. Dilation was used on images to improve visibility.
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Fig. 4. Ethylene inhibits the formation of air-side lateral roots in
Arabidopsis, maize, and rice. (A) FLA4 and the ethylene pathway in
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Arabidopsis (27). (B to E) Contact-side (Cont) and air-side (Air) lateral root
densities in Arabidopsis mutants etol (blue, n = 5 plates) (C), acs5°? (yellow,
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n = 5 plates) (D), and acs2-1/4-1/5-2/6-1/7-1/9-1 hextuple mutant (yellow,
n =5 plates) relative to Col-O (gray) (E). (F and G) Effect of AIB on Arabidopsis
mutant sos5-2 relative to Col-O (pink, n = 10 plates per treatment). (H) Arabidopsis
Col-0 response to ACC, AIB, and combination: - indicates mock control and +
indicates plus 0.05 mM ACC or 5 mM AIB; n = 10 plates per treatment. Letters
denote significant differences between treatments (ANOVA, post-hoc Tukey
HSD test). (I and J) Response of maize inbred 33-16 to (+) 10 mM AIB relative
to (=) mock control (n = 20 plants per treatment), and related ethylene
production (n = 4 samples of five roots per treatment). (K) Air-side lateral
root density and root ethylene production for maize inbred lines (n = 22/allele)

savings achieved by limiting branching in dry
soil (74). No significant correlations were ob-
served with contact-side lateral root density,
suggesting that this trait has less relevance to
the in-field root architecture traits measured.

Variation and selection of hydropatterning
across maize breeding subpopulations

We reassessed population structure and as-
signed subpopulations for all phenotyped in-
bred lines that had matching whole-genome
sequencing data available (n = 231). Inbred
lines with <80% subpopulation identity were
assigned to a mixed group (8) (Fig. 2A and
data S5). Although variation in contact-side
lateral root density was uniform across all sub-
populations, inbred lines with higher air-side
lateral root density and a higher percentage
of air-side lateral roots were predominantly
associated with the non-stiff-stalk mixed groups
(Fig. 2, B to D). This led to significantly weaker
hydropatterning for the large temperate non-
stiff-stalk group compared with the large tropical/
subtropical group or the smaller temperate-
stiff-stalk group (Fig. 2E and fig. S4A).

To test whether this divergence in hydro-
patterning was best explained by neutral evo-
lution or selection, we compared quantitative
genetic differentiation with regard to contact-
side or air-side lateral root density (Qsr) to the
population genetic differentiation due to ge-
netic structure (Fgr). We found that Qg and
Fgr distributions overlapped for contact-side
lateral root density, which suggests that ge-
netic differentiation for this trait occurred
through neutral evolution. Conversely, Qsr was
significantly in excess of Fgr for air-side lateral
root density, as well as the percentage of air-side
lateral roots, indicating divergence through dif-
ferential selection for these hydropatterning
traits (Fig. 2F, fig. S4B, and data S6). Pairwise
comparisons between subpopulations showed
the largest Qgr - Fgsr differences between the
non-stiff-stalk and tropical/subtropical groups,
suggesting that divergence in selective pressures
for hydropatterning occurred predominantly
after the split between tropical/subtropical and
temperate germplasm (Fig. 2G, fig. S4C, and data
S6). Stronger hydropatterning in the tropical/
subtropical subpopulations may have resulted
from selection for drought tolerance, among other
abiotic stress factors, during breeding (15, 16).
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By contrast, weakened hydropatterning in the
temperate non-stiff-stalk subpopulation could
be the result of relaxation in selection pressures
on efficient water uptake in temperate environ-
ments. However, linkage between hydropattern-
ing and other traits could have contributed to
differences in hydropatterning between subpop-
ulations. Pronounced Qgr > Fgr differences for
air-side lateral root density and contrasting ob-
servations for contact-side lateral root density
support our hypothesis, but inbreeding may
inflate Qgr estimates (17).

Genetic architecture of hydropatterning in
domesticated maize

Previous work in Arabidopsis (Arabidopsis
thaliana) has shown that the auxin-signaling
pathway promotes branching on the contact
side of roots during hydropatterning. Mutants
that disrupt auxin biosynthesis and polar trans-
port are known to weaken hydropatterning (5).
Similar to Arabidopsis, we found in maize that
auxin accumulates preferentially on the contact
side of hydropatterning roots, which creates a
bias for lateral root induction (fig. S5). Fur-
thermore, it has been shown that the auxin-
response transcription factor AUXIN RESPONSE
FACTOR 7 (ARF?7) is sumoylated in cells on the
air side of roots, promoting binding to the
repressor protein INDOLE-3-ACETIC ACID
INDUCIBLE 3 (IAA3), which blocks the initia-
tion of lateral root founder cells (78). To identify
new loci and associated genes for hydropat-
terning with relevance to maize, we conducted
genome-wide (GWAS) and transcriptome-wide
(TWAS) association studies, which associate
single-nucleotide polymorphisms (SNPs) or
variations in gene expression among the study
population with variation in a trait of interest.

TWAS (13) identified nine genes with ex-
pression in germinating seedling roots (19)
that was significantly associated with differ-
ences in air-side lateral root density (Fig. 3A
and data S7). Among these TWAS genes, we
found Zm00001eb211770, a maize ortholog of
AUXIN RESISTANT 1(ZmAXRI). In Arabidopsis,
AXRI together with E1 C-terminal related 1 (ECR1)
act as ubiquitin-activating enzymes that facil-
itate the RUB modification of CULLIN 1 (CUL1),
which is part of the SCFT™AFE complex at the
center of auxin perception. RUB modification
is necessary to allow auxin signal transduction

with the major (G) or minor (T) allele at TAS Chr8_175425640. (L to N) Contact-
and air-side lateral root densities in Arabidopsis mutants ET-free-1 and ET-free-2
(orange, n = 8 to 9 plates) (L) and ein2-5 and ein2-50 (purple, n = 10 plates)
relative to Col-0 (M), and in rice mutant osein2 (purple, n = 11 seedlings) relative
to Nipponbare WT (gray, n = 16 seedlings) (N). (0 and P) Effect of exogenous
ethylene treatment on Arabidopsis mutants ET-free-1 (n = 8 plates per
treatment) and ein2-50 (n = 8 plates per treatment). (Q) Working model of
hydropatterning controlled by auxin and ethylene. Asterisks denote significant
differences (*P < 0.05, **P < 0.01, ***P < 0.001, Student's t test), n.s., not
significant. Bar graphs indicate mean + SEM.

for lateral root induction (20). TWAS in maize
found that higher gene expression of ZmAXR1
is associated with increased air-side lateral root
densities (fig. S6A and data S7), which may be
due to an increased sensitivity for auxin percep-
tion, leading to more frequent induction of lat-
eral roots on the air side. To analyze the origin
of the variation in ZmAXRI gene expression,
we mapped the associated expression quanti-
tative trait loci. This analysis revealed several
significant expression-associated SNPs (e-SNPs)
(fig. S6B and data S8 and S9). The most significant
e-SNP, Chr5_2705946, colocalized with ZmAXRI1
itself, indicating that cis-acting regulatory var-
iation may explain the variation in ZmAXRI gene
expression associated with air-side lateral root
density. Input data for the TWAS suggested ex-
pression of ZmAXRI in root tips of most inbred
lines (fig. S6A). This was confirmed through in situ
detection of ZmAXRI transcripts in root tips of
the maize inbred line B73 by hybridization chain
reaction (fig. S7, A to C). These results indicate
that auxin regulation and related processes play
a role in hydropatterning for maize roots, as pre-
viously demonstrated in Arabidopsis (5, 18).

In parallel, GWAS (21, 22) identified 30 unique
trait-associated SNPs (TASs) for air-side lateral
root density (Fig. 3B; fig. S6, C and D; and data
S10), suggesting that variation in hydropattern-
ing is controlled by numerous loci in maize. In
almost all cases, higher air-side lateral root den-
sity was associated with the less-frequent allele
(minor allele) of the TAS within our population,
except for TAS Chr8_143668219, as shown by
the effect estimate (data S10). This supports
our hypothesis that weakening of hydropat-
terning may have been caused by relaxation of
selection, because selection typically constrains
the occurrence of genetic variants (23). We
identified a total of 40 genes within 20-kb win-
dows centered on the TASs. In cases where no
gene was located within these windows, the
next closest gene was included (data S11). These
were considered candidates for genes that may
control air-side lateral root density in maize.

Validation of maize candidate genes using
Arabidopsis orthologs

We identified maize candidate gene orthologs
in Arabidopsis and screened available mutant
lines for hydropatterning defects (fig. SSA and
data S12 and S13). Screening revealed seven
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genes for which at least one mutant allele
showed a significant change in air-side lateral
root density and percentage of air-side lateral
roots (Fig. 3C and fig. S8B). For three of these
genes, two independent mutant alleles both
showed significant, matching changes in air-
side lateral root density, confirming their asso-
ciation with hydropatterning (Fig. 3, D and E)

The auxin-signaling pathway mutants axrl-3
and axril-12 of AtAXRI showed significant in-
creases in air-side lateral root density and per-
centage of air-side lateral roots compared with
the wild type (WT), whereas contact-side lat-
eral root density decreased significantly (Fig. 3,
D and E). This defect is similar to the phenotype
of other auxin-pathway mutants in Arabidopsis
(5, 18), and it confirms that the auxin hormone
pathway plays an important role in promoting
the bias in lateral root development toward
the moisture-contacting side of the root both
in Arabidopsis and maize.

Similarly, we observed significant increases
in air-side lateral root density and percentage
of air-side lateral roots in Arabidopsis mutants
of HMG-CoA REDUCTASE DEGRADATION 3A
(AtHRD3A), hrd3a-1 and hrd3a-2 (Fig. 3, D and
E). AtHRD3A, an ortholog of GWAS candidate
Zm00001eb398230 (ZmHRDA3A), recruits mis-
folded proteins for endoplasmic reticulum-
associated protein degradation to the HRD1/
HRD3 complex (24). Targets include misfolded
receptor-like kinases and glycosylated proteins
(25), suggesting that hydropatterning may rely
upon proteins acting at the plasma membrane
that are also targets of endoplasmic reticulum-
associated protein degradation. In contrast
to mutants of AtAXRI, hrd3a-1 and hrd3a-2
showed either no changes or a relatively small
change in contact-side lateral root densities,
respectively. This suggests that HRD3A may
primarily function in the suppression of air-side
lateral root development. In maize, ZmHRD3A
was discovered as one of three candidate
genes associated with TAS Chr9_147576641
(data S11). Mutants of At5g16720, an ortholog
of Zm00001eb398220 associated with the same
TAS, did not affect hydropatterning (fig. S8B).
ZmHRDA3A is expressed at the root tip in the
same region where moisture signals control the
patterning of lateral roots (fig. S7, A and D).

In contrast to axr! and hrd3a, Arabidopsis mu-
tants of FASCICLIN-LIKE ARABINOGALACTAN-
PROTEIN 4 (AtFLA4), named salt overly sensitive5
(sos5-1 and s0s5-2), showed significant strength-
ening of hydropatterning with decreases in
air-side lateral root density and percentage of
air-side lateral roots compared with WT (Fig.
3D). The mutant sos5-1 was identified for
its defects in growth on saline media (26).
Although the primary root phenotype under
salinity and ionic stress has been studied ex-
tensively (27), no reports have described a
lateral root phenotype. AtFLA4 belongs to a
group of 21 fasciclin-like arabinogalactan pro-
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teins and carries two fasciclin 1 domains that
allow it to interact with the extracellular cell
wall matrix (28, 29), which may allow it to
sense extracellular cues originating from the
environment. The decrease in air-side lateral
root density in the sos5 mutants was accom-
panied by a significant increase in contact-side
lateral root density and a significant reduction in
primary root length (Fig. 3, D and E, and fig. SOA).
Taking this reduction of primary root length
into account, sos5-1 and so0s5-2 both showed a
significant decrease in the total number of em-
erged air-side lateral roots per seedling, but
only a small or no increase in total contact-
side lateral roots per seedling (fig. S9B). Thus,
these data indicate that sos5 primarily sup-
presses air-side lateral roots, whereas changes
in contact-side lateral root density may result
from pleiotropic effects on root length. AtFL.A4 is
an ortholog of GWAS candidate Zm00001eb367960
(ZmFLA4), which was discovered as one of
four candidate genes associated with TAS Chr8_
175425640 (data S11). Similar to AtFLA4, ZmFLA4
contains two fasciclin 1 domains (30). Orthol-
ogous Arabidopsis mutants of two other can-
didate genes associated with the same TAS,
Zm00001eb367970 and Zm00001eb367990,
showed no defect in hydropatterning (fig. S8B).
This provides evidence that variation associated
with ZmFLA4 may be the primary determinant
of the observed variation in hydropatterning
at TAS Chr8_175425640. In maize, ZmFLA4 is
expressed at the root tip (fig. S8, A and E).

Ethylene as an air-side signal
mediating hydropatterning

Ethylene is a gaseous plant hormone that reg-
ulates development in response to several abio-
tic stresses (3I). Accumulation of root-produced
ethylene in compacted soils serves as a sig-
nal leading to root growth inhibition (32). In
Arabidopsis, AtFLA4 may act in a genetic path-
way regulating the synthesis of ethylene pre-
cursor 1-aminocyclopropane-1-carboxylate (ACC)
from S-adenosylmethionine (SAM) (Fig. 4A) (27).
In this pathway, AtFLA4 acts upstream of two
leucine-rich repeat receptor-like kinases, AtFEI1
and AtFEI2 (33). These kinases interact with 1-
AMINOCYCLOPROPANE-1-CARBOXYLATE
SYNTHASE (ACS) 5 and 9, which are involved in
the synthesis of ACC. Associated with this path-
way, ETHYLENE OVERPRODUCER 1 (AtETO1)
functions as a negative regulator of type-2 ACS
enzymes, including ACS5 and ACS9 (34).

We found that double mutants of AtFEII
and AtFEI2 (feil/fei2-1), as well as single mu-
tants of AtETOI (etol) and AtACS5 (acs5%2,
which carries a C-terminal mutation in ACS5
that increases protein stability), all showed
similar reductions in air-side lateral root den-
sity as observed in the AtFLA4 mutants sos5-1
and sos5-2. Concomitantly, all mutants showed
an increase in contact-side lateral root density
and a reduction in primary root length (Fig. 4,

B to D, and fig. S9, C to E). Screening of the
single mutants feil and fei2-1 revealed no sig-
nificant effects on air-side lateral root density
(fig. SOF), corroborating a suggestion that both
genes may act in a redundant fashion (33). Al-
though both etol and acs5°°? increase ACC
synthesis, a reduction of ACC synthesis in the
AtACS hextuple mutant (acs2-1, acs4-1, acs5-2,
acs6-1, acs7-1, and acs9-I) led to a significant in-
crease in air-side lateral root density (Fig. 4E).
We also tested the single mutant acs5-1, but ob-
served no difference compared with WT (fig. S9G).
This result is likely due to the high level of redun-
dancy between ACS genes in Arabidopsis, which
has eight functional ACS homologs (35). Our
results suggest that genetic modulation of ACC
synthesis affects hydropatterning in a way that
resembles the phenotypes of sos5-1 and sos5-2.

Next, we investigated whether ACC itself or
ethylene, which is synthesized from ACC by ACC-
oxidases (ACOs), causes the observed repres-
sion in air-side lateral root development. We
found that treatment with 2-aminoisobutyric
acid (AIB), a competitive inhibitor of ACOs,
caused an increase in air-side lateral root den-
sity and rescued the sos5-2 mutant phenotype
(Fig. 4, F and G). Likewise, treatment of Col-0
WT with ACC alone reduced air-side lateral root
density, likely due to the increased production
of ethylene, because this effect was reversed
by cotreatment with AIB (Fig. 4H). Both ACC
and ACC + AIB treatments showed significant
increases in contact-side lateral root density
compared with mock-treated Col-0 WT. These
increases could be due to a concomitant re-
duction in primary root length with both treat-
ments (fig. SOH) and/or to the effects of ACC
itself on lateral root induction (36). Taken to-
gether, these observations suggest a central
role for ethylene in the suppression of air-side
lateral root development that does not require
localized ACC synthesis, because exogenous
ACC application on the contact side was able
to induce the same effect.

In maize, AIB treatment of a strong hydro-
patterning inbred line 33-16 increased air-side
lateral root density and significantly reduced
ethylene production (Fig. 4, I and J). This indi-
cates that ethylene suppresses air-side lateral
root development in maize as well. Measure-
ments of ethylene production from root tips of
maize inbred lines that either carry the major
or minor allele for TAS Chr8_175425640, local-
ized ~2 kb upstream of ZmFLA4, showed that
the minor allele was associated with lower
ethylene production and higher air-side lateral
root densities (Fig. 4K). This may suggest that
TAS Chr8_ 175425640 is linked to genetic varia-
tion that affects ZmFLA4 function, leading to
the observed differences in ethylene production.

Complete disruption of ethylene synthesis
in two AtACO quintuple mutants (E7-free-1
and ET-free-2), in which all five AtACO genes
were mutated by CRISPR/Cas9 (37), showed a
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significant increase in air-side lateral root den-
sity (Fig. 4L). Similarly, the ethylene percep-
tion mutants ein2-5 and ein2-50 showed a
significant increase in air-side lateral root
density (Fig. 4M). These observations confirm
that ethylene suppresses air-side lateral root
development. Concomitantly, we observed a
decrease in contact-side lateral root density for
ET-free-1, ET-free-2, ein2-5, and ein2-50 that
mirrored the increase in air-side lateral root
density leading to no change in total lateral
root density (fig. S9, I and J). Because lateral
root induction can only occur at one of the two
xylem poles in Arabidopsis (38), it is possible
that a derepression of air-side lateral root
development in these mutants leads to lateral
root redistribution from the contact side. Al-
though mutants for EIN2 have not been de-
scribed in maize, a mutant allele of OsEIN2 in
rice was available and showed a similar defect
in hydropatterning as the Arabidopsis mutant
alleles (Fig. 4N), providing further evidence that
ethylene-dependent regulation of hydropattern-
ing is conserved between Arabidopsis and grasses.
A double mutant of ETHYLENE-INSENSITIVE3
(EIN3) and ETHYLENE-INSENSITIVE3-LIKE 1
(EIL1), ein3/eill, two major transcriptional reg-
ulators of ethylene signaling that act down-
stream of EIN2, showed no difference in air-
side lateral root density compared with Col-O
WT (fig. S9K). This might be due to redundancy
in transcriptional regulation or to an alternative
pathway (39) that leads to air-side suppression
of lateral root development by ethylene. Exoge-
nous treatment of E7-free-1 and ein2-50 with
0.2 ppm ethylene was sufficient to suppress
air-side lateral root development in E7-free-1,
whereas ein2-50 showed no response (Fig. 4,
O and P). Our results suggest that localized
ethylene synthesis is not necessary, and ad-
ditional mechanisms must exist that control
air-side specific suppression of lateral roots by
ethylene.

Because auxin is necessary for lateral root
induction and ethylene has been shown to in-
duce local auxin biosynthesis (40), we gener-
ated a double mutant of sos5-2 and axri-3 to
study their epistatic interactions. Although the
disruption of auxin signaling led to an increase
in air-side lateral roots, the double mutant
s0s5-2/axrl-3 showed a significant decrease
in air-side lateral root density (fig. SOL). Our
results indicate an additive interaction between
auxin and ethylene responses. Further work
will be necessary to elucidate how air-side late-
ral root suppression by ethylene is connected to
auxin-controlled lateral root induction on the
contact side.

Conclusions

Our results reveal that hydropatterning is a
crop-relevant response of roots to heterogene-
ity in soil moisture. The development of modern
breeding germplasm in maize led to the weak-
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ening of hydropatterning in temperate regions,
likely through relaxation of selection. This di-
vergence in hydropatterning may relate to the
different selection pressures experienced by
each subpopulation. Using genetic analyses,
we detected associations between hydropattern-
ing and the auxin- and ethylene-signaling path-
ways. Investigation of these pathways in maize,
rice, and Arabidopsis demonstrated that auxin
signaling promotes a bias in lateral root devel-
opment toward moisture-contacting surfaces of
the root, whereas ethylene suppresses branch-
ing on air-exposed surfaces (Fig. 4Q and fig.
SOM). FLA4, acting at the top of a signaling
pathway that restricts ethylene biosynthesis,
may perceive an as-yet-unknown environmental
cue to tune the degree to which root architecture
is responsive to local soil structure and water
availability. Further genetic work in maize is
needed to validate our findings in Arabidopsis.
A deeper understanding of these pathways may
allow for the control of moisture-responsive
root growth to improve drought resilience in
maize.
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METABOLISM

Endothelial insulin resistance induced by
adrenomedullin mediates obesity-associated diabetes
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Kenneth Anthony Roquid®, Haruya Kawase?, Diana Campos®, Min Chen?, Lee S. Weinstein®,
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Insulin resistance is a hallmark of obesity-associated type 2 diabetes. Insulin’s actions go beyond
metabolic cells and also involve blood vessels, where insulin increases capillary blood flow and delivery
of insulin and nutrients. We show that adrenomedullin, whose plasma levels are increased in obese
humans and mice, inhibited insulin signaling in human endothelial cells through protein-tyrosine
phosphatase 1B-mediated dephosphorylation of the insulin receptor. In obese mice lacking the
endothelial adrenomedullin receptor, insulin-induced endothelial nitric oxide-synthase activation and
skeletal muscle perfusion were increased. Treating mice with adrenomedullin mimicked the effect

of obesity and induced endothelial and systemic insulin resistance. Endothelial loss or blockade of the
adrenomedullin receptor improved obesity-induced insulin resistance. These findings identify a
mechanism underlying obesity-induced systemic insulin resistance and suggest approaches to treat

obesity-associated type 2 diabetes.

iabetes is a major cause of morbidity,

mortality, and high health care costs

worldwide (Z, 2). The majority of dia-

betic patients suffer from obesity-induced

insulin resistance and type 2 diabetes
mellitus (3). Insulin resistance in type 2 diabetes
has primarily been linked to major metabolic
target cells such as skeletal muscle cells, adipo-
cytes, and hepatocytes (4-6). To exert its effects
on these cells, insulin has to reach them through
the circulation and needs to pass the endothe-
lial barrier. Evidence has been provided that
these processes represent rate-limiting steps
in the in vivo action of insulin (7-9). The in-
sulin receptor is highly expressed on the lumi-
nal side of endothelial cells (O, 1I) and can
mediate insulin’s metabolic effects in different
ways. Activation of endothelial insulin recep-
tors leads to phosphorylation and activation of
endothelial nitric oxide (NO)-synthase (eNOS),
which results in NO-mediated vasodilation (12)
and thereby promotes perfusion of insulin target
organs such as the skeletal muscle (13, 14). This
increased perfusion leads to an increase in
transendothelial transport of insulin and glu-
cose as well as increased insulin action (75-18).
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Insulin via its receptor can also promote its
own transendothelial transport (9, 19-21). In
mice with endothelium-specific loss of the in-
sulin receptor or insulin receptor substrate 2,
systemic insulin sensitivity is reduced owing to
diminished insulin effects on skeletal muscle
and adipose tissue but not on the liver (16, 22).
Because vascular insulin effects have been
shown to be impaired in obesity-induced type 2
diabetes (16, 23-25), we explored mechanisms
of endothelial insulin resistance.

Adrenomedullin inhibits endothelial insulin
signaling through Gg and PKA in vitro

‘When studying the endothelial role of the het-
erotrimeric GTP-binding protein (G protein)
G in human umbilical venous endothelial cells
(HUVECs) (26), we observed that small inter-
fering RNA (siRNA)-mediated knockdown of
Gog, which is encoded by the GNAS gene, in-
creased insulin-induced eNOS phosphorylation
and phosphorylation of AKT (Fig. 1A) as well
as insulin-induced formation of NO (Fig. 1B).
Knockdown of Gog enhanced insulin receptor
autophosphorylation at tyrosine residues 1162
and 1163 as well as its downstream signaling,
including phosphorylation of phosphoinositide
3-kinase and AKT (Fig. 1C), suggesting that the
presence of G normally inhibits insulin receptor
autophosphorylation and downstream signal-
ing in endothelial cells. Consistent with this,
activation of Gs-coupled B-adrenergic receptors
with isoproterenol inhibited insulin receptor
autophosphorylation as well as downstream
signaling (fig. S1A). Inhibition of protein Ki-
nase A (PKA)—a major downstream target of
Gg-mediated signaling—with the specific myr-
istoylated PKA inhibitor peptide PKI had a
similar effect as knockdown of Gay, resulting
in increased insulin receptor autophosphoryl-
ation and downstream signaling (fig. S1B).

To identify a putative G protein-coupled re-
ceptor (GPCR) operating upstream of Gy in
endothelial cells to inhibit insulin signaling,
we chose 16 receptors from GPCRs expressed
in HUVECs, which showed high expression
and which are either Gs-coupled or orphan re-
ceptors (26), and performed an siRNA-mediated
knockdown of these receptors. Knockdown of
the calcitonin receptor-like receptor (CALCRL)
increased insulin-induced insulin receptor phos-
phorylation to a similar degree as knockdown of
Goy (Fig. 1D). CALCRL is a Gg-coupled receptor
that in endothelial cells, together with receptor
activity-modifying proteins 2 (RAMP2), func-
tions as a receptor for adrenomedullin (26, 27)
(fig. SIC). An alternative siRNA directed against
CALCRL—as well as treatment of cells with the
adrenomedullin receptor antagonist peptide
ADM(22-52)—also increased insulin-induced
insulin receptor phosphorylation (fig. S1D and
S2A), and adrenomedullin inhibited insulin
receptor phosphorylation and downstream
signaling, an effect blocked by the PKA in-
hibitor PKI (Fig. 1E and fig. S2, B and C).
Adrenomedullin is highly expressed in endo-
thelial cells (26, 28), and its knockdown also
increased insulin receptor phosphorylation
and downstream signaling (fig. S2D). Adre-
nomedullin can induce eNOS activation in
endothelial cells through PKA-mediated phos-
phorylation of serine residue 633 (26). How-
ever, the comparably strong insulin-induced
phosphorylation of eNOS at serine residues
633 and 1177 was inhibited by adrenomedullin
in HUVECs and microvascular cells (fig. S2, E
to H). Thus, although adrenomedullin can in-
duce some phosphorylation of eNOS in the
absence of insulin, in the presence of insulin,
which is a much stronger stimulator of eNOS
phosphorylation, adrenomedullin inhibits in-
sulin receptor phosphorylation and downstream
signaling, including eNOS phosphorylation,
through activation of PKA.

Adrenomedullin-induced dephosphorylation
of the endothelial insulin receptor is mediated
by PTP1B

Because PKA signaling can increase the activ-
ity of protein-tyrosine phosphatase 1B (PTP1B)
(29, 30), a phosphotyrosine phosphatase known
to dephosphorylate the insulin receptor at tyro-
sine residues 1162 and 1163 (31, 32), we deter-
mined the effect of adrenomedullin on PTP1B
activity in the absence and presence of insulin.
As expected, insulin induced inhibition of PTP1B
activity (Fig. 1F and fig. S3). However, basal
PTP1B activity was increased by adrenomedullin,
and adrenomedullin prevented insulin-induced
PTP1B inhibition, an effect which depended on
PKA, because it was blocked by the PKA inhibi-
tor peptide PKI (Fig. 1F and fig. S3). These data
suggested that adrenomedullin inhibits insulin-
induced insulin receptor phosphorylation by in-
creasing PTP1B activity. Purified PTP1B alone
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Fig. 1. Adrenomedullin inhi-
bits endothelial insulin
signaling. (A) Knockdown of
Gas (GNAS) in HUVECs
increases phosphorylation of
eNOS (S1177) and AKT (S473)
induced by 100 nM insulin.
GAPDH, glyceraldehyde-3-
phosphate dehydrogenase;
p-ERK, phosphorylated extra-
cellular signal-related kinase.
(B) Effect of Gas knockdown on
insulin-induced nitrate and
nitrite (NOx) formation in
HUVECs. (C) Knockdown of Gos
promotes insulin-induced phos-
phorylation of insulin receptor
B-subunit [IRB, Y1162/1163
(where Y is tyrosine)], phos-
phoinositide 3-kinase p85 sub-
unit (PI3K, Y458), and AKT
(S473) in HUVECs. (D) Effect of
knockdown of the 16 indicated
GPCRs on insulin-induced insulin
receptor (IR) phosphorylation
determined by phospho-insulin
receptor enzyme-linked immu-
nosorbent assay (ELISA) in
HUVECs. The plot represents
the ranked average ratios of
three experiments. (E) Adreno-
medullin (ADM; 100 nM) inhibits
insulin-induced phosphorylation
of insulin receptor B-subunit
(IRB, Y1162/1163) and of AKT
(S473) in HUVECs, and pre-
treatment with 3 uM of the PKA
inhibitor PKI for 30 min inhibits
this effect. Bar graphs show
densitometric analyses of blots
(n = 3 independent experiments).
(F) HUVECs were preincubated

in the absence or presence of
100 nM adrenomedullin without
or with 3 uM PKA inhibitor PKI for
30 min followed by 15 min of
treatment with 100 nM insulin.
Thereafter, PTP1B activity

was determined (n = 3 inde-
pendent experiments). (G and
H) Amounts of 2.5 ug of purified
full-length PTP1B and 1 ug

of PKA were incubated alone
(G) or together [(G) and (H)] at
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showed hardly any phosphatase activity; how-
ever, phosphatase activity strongly increased
when PTP1B was incubated together with the
catalytic subunit of PKA, which itself had no
activity (Fig. 1G). Phosphoproteomic analysis
revealed that serine residues 205 and 378 of
PTP1B showed increased phosphorylation in
the presence of PKA (Fig. 1H). However, only
serine 205 phosphorylation occurred with a
similar time course as PKA-dependent increases
in phosphatase activity (Fig. 1G and H), and
serine 205 was also found to be phosphorylated
in adrenomedullin-treated HUVECs (Fig. 1I). We
then expressed phosphosite mutants of PTP1B
in HUVECsS after knockout of endogenous PTP1B
(Fig. 1, J and K) and determined adrenomedullin
effects on PTP1B activity. Wild-type PTP1B and the
S378A mutant (S378—A, where S is serine, and
A is alanine) showed adrenomedullin-induced
activation of PTP1B. However, the S205A mu-
tant failed to respond with increased activity
to adrenomedullin treatment (Fig. 1L), although
it was expressed at the same level as wild-
type PTP1B (Fig. 1IM). In HUVECs expressing
the S205A mutant, adrenomedullin lost the
ability to inhibit insulin-induced insulin re-
ceptor phosphorylation compared with cells
expressing wild-type PTP1B (Fig. 1IM).

Endothelial loss of Gs and adrenomedullin
receptor improves insulin resistance
in obese mice

In Tek-CreER™;Gnas™® mice (herein referred to
as EC-GoKO mice) with inducible endothelium-
specific Gog deficiency, body weight and glu-
cose tolerance were unchanged when animals
were kept under a normal chow diet (fig. S4, A
and B). EC-Go,:-KO mice fed a high-fat diet (HFD)
also showed normal weight gain (Fig. 2A and fig.
$S4C). However, obese HFD-fed EC-Go,,-KO mice
had an improved glucose tolerance compared
with wild-type controls (Fig. 2B and fig. S4D) and
after 16 weeks of HFD showed improved insulin
sensitivity compared with controls (Fig. 2C and
fig. S4E). By contrast, glucose-stimulated insulin
secretion was indistinguishable between wild-
type and EC-Ga-KO animals (fig. S4F). To ana-
lyze insulin sensitivity in insulin target organs, we
injected insulin into HFD-fed mice (Fig. 2D). As
shown in Fig. 2E, insulin-induced phosphoryl-
ation of the insulin receptor, of AKT, and of ex-
tracellular signal-regulated kinases 1 and 2
(ERK1/2) in skeletal muscle—as well as in the vis-
ceral white adipose tissue (VWAT)—were in-
creased in tissues of EC-Go-KO mice compared
with control animals.

Similarly to EC-Gag-KO mice, inducible
endothelium-specific CALCRL-deficient mice
(Tek-CreER™,Calerl™®; hereafter referred to as
EC-Calcrl-KO) had normal glucose tolerance
when fed normal chow (fig. S5, A and B) and
when fed a HFD showed normal weight gain
but also an improved glucose tolerance (Fig. 2,
F and G, and fig. S5, C and D), which was ac-
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companied by increased systemic insulin sen-
sitivity (Fig. 2H and fig. S5E) and by increased
insulin-induced insulin receptor phosphoryl-
ation and downstream signaling in skeletal mus-
cle and VWAT (fig. S5F). Thus, loss of endothelial
adrenomedullin receptor and G; signaling in vitro
and in vivo increases insulin-induced insulin re-
ceptor activation and improves insulin sensitiv-
ity in obese type 2 diabetic mice.

Increased insulin-induced vascular effects
in obese mice lacking endothelial CALCRL or Gg

Insulin-induced eNOS phosphorylation and
activation were increased not only after knock-
down of endothelial Gay in vitro (Fig. 1, A and
B), but also under in vivo conditions in the skel-
etal muscle and VWAT of HFD-fed EC-Go,s-KO
and EC-Calerl-KO mice (Fig. 3, A and B), and
their nitrate and nitrite plasma levels were ele-
vated compared with control animals (Fig. 3C).
However, in normal chow-fed mice treated with
insulin, phosphorylation of eNOS in tissues and
nitrate and nitrite plasma levels were unchanged
(fig. S6, A to C). We then determined the effect
of insulin on skeletal muscle perfusion in obese
mice by laser speckle contrast imaging directly
on the medial muscles of the upper thigh. In-
sulin induced some increase in skeletal muscle
perfusion in HFD-fed control mice, but this
effect was strongly increased in EC-Gog-KO
and EC-Calcrl-KO mice (Fig. 3, D and E). Thus,
insulin-induced endothelial eNOS activation
and skeletal muscle perfusion are reduced in
HFD-fed obese mice owing to activation of the
Gg-coupled adrenomedullin receptor. Because of
the strong adrenomedullin receptor-mediated
effect on tissue perfusion, we could not deter-
mine potential effects on endothelial trans-
cytosis of insulin in vivo. However, in vitro, we
found that adrenomedullin inhibited insulin
uptake and insulin-induced insulin receptor
internalization, as well as insulin transcytosis,
in human microvascular cells (Fig. 3F and fig.
S6, D and E), a factor that may contribute to
the adrenomedullin effects on insulin activity
in skeletal muscle and adipose tissue.

Plasma levels of adrenomedullin and of
adrenomedullin binding protein (CFH) are
increased in obese mice and humans

Adrenomedullin plasma levels are increased
severalfold in obese diabetic patients (33-36).
We found that plasma levels of adrenomedul-
lin were also increased in ob/ob mice as well as
in HFD-fed mice compared with normal lean
animals (Fig. 4, A and B, and fig. S7, A and B),
whereas levels of adrenomedullin 2 were de-
creased (fig. S7C). Most of the increase in plasma
adrenomedullin levels under in vivo conditions
was due to adrenomedullin produced by adipo-
cytes, because plasma levels of adipocyte-specific
adrenomedullin-deficient mice (Adipog-CreER™>;
Adm™; AC-Adm-KO) did not increase in contrast
to control animals or mice lacking adrenomedul-

lin in endothelial cells (Tek-CreER"%Adm™™; EC-
Adm-KO) (Fig. 4C and fig. S7D). Consistent with
this, adrenomedullin expression was increased
in adipocytes from obese mice compared with
lean control animals (fig. S7E), and mice lacking
adrenomedullin specifically in adipocytes but
not in endothelial cells showed improved glu-
cose tolerance and insulin sensitivity when fed
a HFD to induce obesity but not after normal
chow feeding (fig. S7, F to K). Adrenomedullin
binds to complement factor H (CFH), also known
as adrenomedullin binding protein 1 (37, 38), and
CFH promotes activation of the adrenomedullin
receptor by adrenomedullin (39), an effect we also
observed in HUVECs (Fig. 4D). CFH plasma levels
also increase in patients with obesity and type
2 diabetes (40), and plasma CFH concentrations
were also increased in HFD-fed obese mice (Fig.
4E and fig. S7L). This suggests that increased
plasma adrenomedullin and CFH levels cooper-
atively lead to increased endothelial adreno-
medullin receptor activation in obese mice,
resulting in endothelial insulin resistance and
reduced glucose tolerance. Also in human adipo-
cytes, adrenomedullin expression increases dur-
ing obesity (fig. S7, M and N), and we could
confirm elevated plasma levels of adreno-
medullin and of CFH and decreased levels of
adrenomedullin 2 in obese type 2 diabetic pa-
tients compared with a metabolically healthy
control group. Adrenomedullin levels correlated
within both groups with the body mass index
(BMI) (Fig. 4, F and G; fig. S70; and table S1).

The endothelial adrenomedullin receptor
mediates systemic insulin sensitivity

‘When normal chow-fed mice were treated with
adrenomedullin through an osmotic pump to
reach plasma levels similar to those found in
obese humans and mice (Fig. 4, H and I), a de-
crease in both glucose tolerance (Fig. 4J)—which
in individual animals correlated with the plasma
adrenomedullin concentration (Fig. 4J)—and
insulin sensitivity (Fig. 4K) was observed. How-
ever, in EC-Calcrl-KO mice, the same adrenome-
dullin treatment had no effect (Fig. 4, L to N).
This finding further supports the critical role of
endothelial adrenomedullin receptor signaling
in promoting endothelial and systemic insulin
resistance in type 2 diabetes.

Loss of endothelial adrenomedullin
signaling improves glucose tolerance
in obese type 2 diabetic mice

To test whether inhibition of the endothelial
adrenomedullin receptor system and its down-
stream signaling can serve as a therapeutic
approach to increase insulin sensitivity in obese
type 2 diabetic mice, we fed mice for 7 weeks
with a HFD and then treated them for 5 days
with tamoxifen to induce endothelium-specific
Go,s or adrenomedullin receptor deficiency while
continuing the HFD feeding. Both EC-Ga,-KO
and EC-Calcrl-KO mice showed a comparable
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Fig. 2. Increased insulin sensitivity in type 2 diabetic mice with endothelial
loss of G or the adrenomedullin receptor. (A) Body weight of male control
and EC-Gas-KO mice during 16 weeks of high-fat diet (HFD) feeding (n =

10 mice). (B and C) Glucose tolerance (B) and glucose infusion rate (GIR) during
glucose clamp experiment (C) of male control and EC-Gos-KO mice after

16 weeks of HFD feeding (n = 10 mice). (D) Schematic representation of
experimental design. i.p., intraperitoneal. (E) Control or EC-Gos-KO animals fed a
HFD for 16 weeks were injected with insulin (100 IU/kg body weight) and

were euthanized after 20 min to determine insulin receptor phosphorylation and
downstream signaling in skeletal muscle and visceral white adipose tissue
(VWAT). Total and phosphorylated levels of the indicated proteins in tissue
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lysates were determined by Western blotting. The bar graphs in the right
panels show the densitometry analyses of the blots (n = 3 animals per group).
(F) Body weight of male control and EC-Calcrl-KO mice during 16 weeks of
HFD feeding. (G and H) Glucose tolerance (G) and GIR during glucose clamp
experiments (H) after 16 weeks of HFD feeding in male control animals

(n = 6 mice) and EC-Calcrl-KO mice (n = 10 mice). Data are presented as mean +
SEM in (A), (B), and (C) (left panel), (F), (G), and (H) (left panel), or as SD in
(C) (right panel), (E), and (H) (right panel). *P < 0.05; **P < 0.01; ***P < 0.001;
n.s., not significant. Two-way ANOVA with Bonferroni's multiple comparisons
for (A), (B), and (C) (left panel), (F), (G), and (H) (left panel); Mann-Whitney test
for (C) (right panel), (E), and (H) (right panel).
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weight gain compared with control animals
(fig. S8, A and B). After 6 weeks of HFD and
before induction of EC-Go-KO or EC-Calcrl-KO
mice, their glucose tolerance was indistinguish-
able from that of control animals (Fig. 5, A and
B). However, only 2 weeks after induction of
endothelial Gog or adrenomedullin receptor de-
ficiency, glucose tolerance had already improved
(Fig. 5, A and B). Under continuous HFD feed-
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Time (min)

ing for 12 and 16 weeks, glucose tolerance in
control animals further decreased, but glucose
tolerance of EC-Gos-KO and EC-Calerl-KO mice
remained unchanged (Fig. 5, A and B) and in-
sulin sensitivity was increased in both knockout
models (fig. S8, C and D).

Lastly, treatment of obese type 2 diabetic
mice—which had been fed a HFD for 15 weeks—
with the adrenomedullin receptor antagonist

Time (min)

10 20 30
Time (min)

peptide ADM(24-50) (4I) (Fig. 5C and fig. SSE)
led to an increase in glucose tolerance and insulin
sensitivity compared with vehicle-treated animals
(Fig. 5, D and E).

Discussion

Pioneering experiments in the 1990s had sug-
gested that delivery of insulin through the vas-
cular system and across the endothelial cell layer
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Fig. 4. Adrenomedullin and CFH
plasma levels and adrenomedullin
effects on glucose tolerance.

(A to C) Adrenomedullin plasma levels
in control mice [(A) to (C)], leptin-
deficient ob/ob mice (A), or in endothelium-
specific or adipocyte-specific
adrenomedullin-deficient mice (EC-Adm-KO
and AC-Adm-KO, respectively) (C) fed
either normal chow (NC) diet [(A) to (C)]
or HFD [(B) and (C)] [n = 10 mice for
(A); n =15 mice for (B) and for (C) KOs;
n = 20 mice for (C) controls]. (D) Effect
of increasing concentrations of com-
plement factor H (CFH) on adrenomedullin-
induced increases in cAMP concentration
in HUVECs. Shown is a representative
of two independently performed
experiments; n = 6. RLU, relative lumi-
nescence units; AUC, area under

the curve. (E) Plasma CFH levels
determined by mass spectrometry in
mice kept for the indicated time periods

>

Adrenomedullin (pg/ml)

G

Mouse plasma

800
ki

600

400

200

W
()

Mouse plasma

== NC
*** mm HFD

600
500
400 -
300 .
200

== Control 500

== ob/ob

400

300

200

100 100

Adrenomedullin (pg/ml)
Adrenomedullin (pg/ml)

N2
&

Mouse plasma F
== NC 350+

== HFD

stk
280
%

210 _:
1404

704

Adrenomedullin-NH, (pg/ml)

0-

Diet (weeks)

Human plasma

Control

== Normal
mm Obese

on NC diet or HFD (n = 10 mice per
group). (F and G) Plasma adrenomedullin
(F) and CFH (G) levels in obese patients
(obese) and in metabolically healthy
control subjects (control) [n = 8 (obese
females); n = 10 (healthy females);

n =11 (obese and healthy males]. Graphs

550+

mm Normal
mm Obese

450+

350+

CFH (ug/ml)

250

150

CFH (pg/ml)

450

360

270+

180

90+

r=0.909; p <0.001

Normal
Obese

on the right show the correlation
between body mass index (BMI) and
plasma adrenomedullin and CFH levels in
individual subjects. (H) Schematic
representation of the experimental
design. (I to N) Control mice [(I) to (K)]
or EC-Calcrl-KO animals [(L) to (N)]
received 150 ug/day ADM or vehicle
through an osmotic pump over 1 week.
Thereafter, plasma adrenomedullin
levels [(I) and (L)], glucose tolerance
[(J) and (M)], and insulin sensitivity

(K) and (N) were determined (n = 10 mice
per group). The right-hand graph in (J)
shows the correlation between glucose
tolerance and the plasma adrenomedullin
concentration in individual animals. Shown
are mean values = SD in (A) to (D),

(E) to (G), (1), and (L), or SEM in (J), (K),
(M), and (N). *P < 0.05; **P < 0.0L;
**¥P < 0.00L n.s., not significant. Mann-
Whitney test for (A) to (C), (E) to (G), (I),
and (L); two-way ANOVA test with
Bonferroni's multiple comparisons test for

Adrenomedullin (pg/ml)

200

100
-# Vehicle

-~ ADM

Adrenomedulllin (pg/ml)

0+

300 r=0.897; p <0.001

e Vehicle .
e ADM

o

Mouse plasma HUVEC
mm NC

== HFD

50071 CFH
-e-10 nM
400---3nM
1nM
--0.3nM

-e-Control

ook

300
200+

100

cAMP (R.L.U, AUC, X10°)

EC- AC-
Adm-  Adm- 10 -9 -8 7
Ko KO ADM (log[M])

Human plasma

300 r=0.937; p <0.001

240 e Normal °

Hokok
® Obese °

180+
120+

60

Adrenomedullin-NH, (pg/ml)

5 days
tamoxifen

i.p daily ///

2 weeks

osmotic pump GTTNTT

implantation /\
f'o /,

S Tweek L ¥
@ Adrenomedullin %

or vehicle

K

150

Control

120
90
60

Glucose (mg/dl)

-#- Vehicle

-~ ADM

30

0 30 60

Time (min)

90 120 20 2

EC-Calcrl-KO
400

EC-Calcrl-KO
*xk 500
400
300

200

Glucose (mg/dl)

= Vehicle
-o- ADM

Adrenomedullin (pg/ml)

100

0
0 30 60

Time (min)

90

T T T T 1 0- T T T
5 30 35 40 45 0 30 60 90
GTT (AUC, a.u.) Time (min)

120

120

EC-Calcrl-KO

80

40

Glucose (mg/dl)

- Vehicle
o~ ADM

120 0 30 60 90

Time (min)

120

), (K), (M), and (N). A significant correlation (P < 0.001) is indicated by Pearson's correlation coefficient test in (F), (G), and (J), right-hand panels.

is a rate-limiting step in the in vivo action of in-
sulin (7, 42, 43) and that insulin-induced increase
in capillary-flow velocity—which is mediated
by eNOS activation—and transendothelial in-
sulin transport may be impaired in patients
with type 2 diabetes (13, 24, 44, 45). Subsequent
studies in humans and in animal models pro-
vided additional evidence for a link between

SCIENCE science.org

systemic insulin resistance and reduced endo-
thelial insulin sensitivity leading to reduced
insulin-induced perfusion of metabolic target
organs and thereby impaired insulin actions at
metabolic target cells (23, 25). Endothelial in-
sulin resistance in type 2 diabetes has been pro-
posed to be due to inflammatory or metabolic
processes (46, 47). However, the underlying cel-

lular mechanisms have remained elusive, and the
potential role of endothelial insulin resistance in
type 2 diabetes could not be proven directly. In
this study, we have shown that obesity-associated
endothelial insulin resistance is caused by in-
creased adrenomedullin-mediated endothelial
activation of Gy/PKA signaling, resulting in ac-
tivation of PTP1B and dephosphorylation of the
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Fig. 5. Loss of endothelial adrenomedullin signaling improves glucose toler-
ance in obese type 2 diabetic mice. (A and B) Glucose tolerance of control and
EC-Gos-KO (A) or EC-Calcrl-KO mice (B) was determined 1 week before induction of
the endothelium-specific knockout by tamoxifen injection (after 6 weeks of

HFD feeding) as well as 2, 5, and 9 weeks after the beginning of the tamoxifen
treatment (after 9, 12, and 16 weeks of HFD feeding, respectively) [n = 8 (control
and EC-Gos-KO mice); n = 6 and 7 (control and EC-Calcrl-KO mice, respectively)].
(C) Schematic representation of experimental design. GTT, glucose tolerance

test. (D and E) Glucose tolerance (D) and insulin sensitivity (E) of wild-type mice fed
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a HFD for 14 weeks before treatment with the adrenomedullin receptor antagonist
ADM(24-50) (D) and after 16 weeks of HFD feeding and a 1-week treatment

with 150 pg/day of ADM(24-50) or vehicle [(D) and (E) (n = 10 mice per group).
(F) Schematic representation of the mechanism underlying the adrenomedullin-
induced endothelial insulin resistance in obesity-associated type 2 diabetes.
AC, adenylyl cyclase. Data are presented as mean + SEM in (A), (B), (D),

and (E) (left panel), or as SD in (E) (right panel). *P < 0.05; **P < 0.01; ***P <
0.001. Two-way ANOVA with Bonferroni's multiple comparisons for (A), (B),
(D), and (E) (left panel); Mann-Whitney test for (E) (right panel).
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endothelial insulin receptor, which thereby
inhibits insulin receptor-mediated vasorelaxa-
tion and transendothelial insulin transport
(Figs. 3 and 5F).

We have also shown that systemic insulin
resistance in obese mice can be effectively
treated by loss or blockade of the endothelial
adrenomedullin receptor and downstream
signaling events (Fig. 5), indicating that en-
dothelial insulin resistance substantially con-
tributes to systemic insulin resistance in obesity.
Loss of endothelial adrenomedullin signaling
had no effect on the glucose tolerance of lean,
nondiabetic animals. This finding suggests
that endothelial adrenomedullin signaling is
increased in obese mice because of elevated
plasma adrenomedullin levels as compared
with lean mice and that this mechanism is
responsible for decreased endothelial insulin
sensitivity, resulting in systemic insulin resist-
ance. A similar increase in plasma adrenome-
dullin has been reported by multiple studies in
humans with type 2 or gestational diabetes
(83-36), and we were able to confirm this re-
sult in a group of obese type 2 diabetic patients
in whom plasma levels of adrenomedullin
strongly correlated with their BMI (Fig. 4F).
We found that the obesity-induced increase
in plasma adrenomedullin levels was mainly
due to adrenomedullin produced by adipo-
cytes and that adipocytes from both obese
mice and humans showed increased expres-
sion of adrenomedullin.

CFH, which serves as an adrenomedullin bind-
ing protein, enhances adrenomedullin-induced
cellular effects (37, 39) (Fig. 4D) through in-
completely understood mechanisms. CFH plas-
ma levels are increased in obese type 2 diabetic
patients (48-51) and mice (Fig. 4, E and G), and
elevated CFH plasma levels in obese type 2
diabetic patients correlated with their BMI
(Fig. 4G). Our data indicate that the increase
in plasma adrenomedullin levels during obe-
sity leads to increased endothelial adrenome-
dullin receptor activation and insulin receptor
dephosphorylation and that this effect is po-
tentiated by the parallel increase in plasma levels
of the adrenomedullin-binding protein CFH.

PTP1B, which we identified as a critical me-
diator of adrenomedullin-induced endothelial
insulin signaling, plays an important role in
insulin receptor dephosphorylation (52) and is
regarded as a key regulator of insulin sensitivity
(53). It has been shown that PKA can increase
the activity of PTP1B and thereby inhibit insu-
lin signaling (29, 30). Through a combination of
phosphoproteomic analysis and site-directed
mutagenesis, we identified serine residue 205
of PTP1B as a substrate of PKA. Replacement of
serine 205 of PTP1B by an alanine residue pre-
vented stimulation of PTP1B activity through
PKA and blocked adrenomedullin-induced in-
hibition of insulin-induced insulin receptor
phosphorylation in endothelial cells. Serine

SCIENCE science.org

205 is located in the S-loop (residues 201 to
209) of the N-terminal catalytic domain of
PTP1B (54). The S-loop has been proposed to
be crucial for the conformational motions of the
WPD-loop (residues 177 to 188) (565), which is
essential for the catalytic mechanism of PTP1B
(55, 56). Thus, PTP1B serine 205 phosphorylation
by PKA is a critical mechanism of the regulation
of insulin sensitivity and may be involved in the
regulation of insulin signaling by cyclic adeno-
sine monophosphate (cCAMP) in other insulin
target organs (57-60).

Insulin resistance is the key pathophysiolog-
ical process underlying the development of
type 2 diabetes, which occurs very early during
disease manifestation, when plasma glucose
levels are still normal owing to a compensatory
increase in insulin release by pancreatic 8 cells.
In addition to its central role in type 2 diabetes,
insulin resistance has also been implicated as a
risk factor for various other diseases, including
cardiovascular diseases, nonalcoholic steatohe-
Ppatitis, cancer, and neurodegenerative disorders
(61-64). Studies to explore the mechanisms un-
derlying insulin resistance have focused on pri-
mary metabolic target cells of insulin, such as
skeletal muscle cells, adipocytes, and hepato-
cytes. To induce anabolic effects in these cell
types, insulin must reach these organs via the
circulation by increasing organ perfusion and
must pass the endothelial layer through trans-
endothelial transport; these processes are me-
diated by the insulin receptor expressed on
endothelial cells. Our data identify endothelial
cells as a critical site of insulin resistance in
type 2 diabetes, and we have provided evi-
dence for a central mechanism of endothelial
insulin resistance induced by elevated plasma
levels of adrenomedullin and CFH in obesity
and type 2 diabetes. Adrenomedullin-induced,
Gy/PKA-mediated endothelial inhibition of
insulin receptor phosphorylation may serve
as a target for approaches to prevent and treat
insulin resistance.
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Overwriting an instinct: Visual cortex instructs
learning to suppress fear responses

Sara Mederos’*, Patty Blakely’, Nicole Vissers', Claudia Clopath'?, Sonja B. Hofer'*

Fast instinctive responses to environmental stimuli can be crucial for survival but are not always optimal.
Animals can adapt their behavior and suppress instinctive reactions, but the neural pathways mediating
such ethologically relevant forms of learning remain unclear. We found that posterolateral higher
visual areas (pIHVAs) are crucial for learning to suppress escapes from innate visual threats through
a top-down pathway to the ventrolateral geniculate nucleus (vVLGN). pIHVAs are no longer necessary
after learning; instead, the learned behavior relies on plasticity within vLGN populations that exert
inhibitory control over escape responses. VLGN neurons receiving input from pIHVAs enhance their
responses to visual threat stimuli during learning through endocannabinoid-mediated long-term
suppression of their inhibitory inputs. We thus reveal the detailed circuit, cellular, and synaptic
mechanisms underlying experience-dependent suppression of fear responses.

nstinctive behaviors are automatic responses

to specific environmental challenges that

have evolved to furnish animals with a rep-

ertoire of behaviors vital for survival and

reproductive success. These behaviors al-
low animals to quickly detect and respond to
potential dangers or opportunities in their en-
vironment without the need for prior learning
or experience (7, 2) and are usually implemented
by brainstem pathways independent of neural
processes in the forebrain (3-5). However, to
ensure continuing success in changing environ-
ments, it is also important to be able to suppress
instinctive reactions if they are no longer ap-
propriate or advantageous (6-9). Many animals
can modify instinctive behaviors based on ex-
perience or changing circumstances (5, 7, 10-14,).
This behavioral flexibility allows them to fine-
tune responses to their specific environment
to conserve resources, avoid unnecessary risks,
or capitalize on new opportunities. The neural
basis of this ethologically highly relevant form
of learning, the overwriting of instinctive re-
actions, is still unclear.

Fear responses to visual threats, such as es-
cape from an approaching aerial predator, are
examples of instinctive reactions particularly
crucial for survival (1, 3, 4, 15, 16). Escapes from
overhead looming stimuli mimicking aerial pre-
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dators are mediated by neural circuits involving
the medial superior colliculus and the periaque-
ductal gray (3, 17-19). This visuo-motor pathway
in the brainstem autonomously drives escape
responses independently of the forebrain (3, 20).
However, animals can suppress these fear re-
sponses as they learn that a perceived visual
threat proves harmless (5, 7, 10, 11, 14, 21), and
this form of adaptive behavior may involve neo-
cortical circuits. Sensory circuits in the neocortex
can modulate different forms of instinctive or
reflexive reactions to sensory stimuli (12, 22-24).
Higher visual areas (HVAs) in rodents inte-
grate both visual and diverse behavioral and
task-related variables and have been linked
to numerous functions that go beyond basic
visual processing (25-29). HVAs posterolateral
to the primary visual cortex (V1) contribute
to learning and execution of various learned
visually guided behaviors. These areas, includ-
ing the postrhinal, lateromedial, posteriomedial,
and laterointermediate cortices, which we will
collectively refer to as posterolateral HVAs
(pIHVAs), are also important for encoding visual
and spatial context, are modified by prior ex-
perience, and have been shown to adaptively
modulate innate behaviors (22, 25, 26, 30-33).
pIHVAs thus may provide suitable candidate
regions for implementing experience-dependent
control over visually driven instincts through
their extensive cortico-fugal projections. One
pathway that provides visual cortical areas with
a route to exert strong inhibitory control over
brainstem processing and, thus, over behav-

ioral output, is the dense projection to the
ventrolateral geniculate nucleus (VLGN) in the
prethalamus (71, 34-36). Prethalamic areas,
including the vLGN and the adjacent zona
incerta, are part of the diencephalon, consist
mainly of GABAergic neurons, and act as in-
hibitory control hubs of diverse instinctive be-
haviors (35, 37). The VLGN, in particular, receives
visual input from the retina and has powerful
control over fear responses to visual threat
(11, 35, 36).

Higher visual cortex is crucial for learning
to suppress instinctive fear responses

Escape behavior evoked by a looming (i.e.,
dark overhead expanding) stimulus is a well-
established protocol for assessing instinctive
fear responses (3, 15). When naive mice are pre-
sented with this visual stimulus, they consis-
tently escape to a shelter provided at the other
end of an elongated arena (Movie 1). However,
mice can adapt their behavior and suppress

Y

_— -

Movie 1. Escape behavior in response to looming
stimulus presentation in a naive example mouse.

-

-

Movie 2. Looming stimulus presentation in an
example mouse during the learning protocol
with the barrier.

2
&

Movie 3. Lack of escape to looming stimulus
presentation in an example mouse after the
learning protocol.

— T
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Fig. 1. pIHVAs instruct learning through corticofugal projections to the vLGN.
(A) Schematic of the task and stimulus protocols. Acquisition phase: A barrier is
used to prevent escape to a shelter while looming stimuli with increasing contrast
are shown sequentially. Probe phase: The barrier is removed and 6 to 10 100%-
contrast looming stimuli are shown. ITl, intertrial interval. (B) (Left) Experimental
approach. (Middle) Boxplot (showing median and interquartile range) of escape
probability after learning with (green) and without (gray) silencing of pl[HVAs during
learning. Dots show individual animals. P = 0.003, Kruskal-Wallis test; n = 6 [wildtype
(WT) control] and 7 mice (ChR2, green). (Right) Same as middle, but pIHVAs

are silenced only after learning. P = 0.222, Kruskal-Wallis test; n = 6 (WT control) and

this fear response if they learn that the poten-
tial threat stimulus does not result in nega-
tive consequences (10, 1I). But, if animals are
given the opportunity to seek shelter, then
they often keep escaping to high-contrast
looming stimuli for many stimulus repeti-
tions and several behavioral sessions (fig. S1,
A and B). We therefore adapted a protocol de-
veloped by Lenzi and colleagues (10) in which
we prevented access to the shelter with a
dividing barrier and presented looming stim-
uli with increasing contrast (acquisition phase,
Fig. 1A and Movie 2). We then removed the
barrier and assessed the likelihood of mice
to escape from high-contrast looming stim-
uli (probe phase, Fig. 1A). Control mice showed
strongly decreased fear responses after this
learning protocol, and only rarely escaped
from the looming stimulus (Fig. 1B; Movie 3;
and fig. S2A).

To test whether neural activity in plHVAs is
important for this learned suppression of escape
responses, we used transgenic mice express-
ing channelrhodopsin-2 (ChR2) in GABAergic
neurons and implanted optical fibers to silence
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neural activity bilaterally in plHVAs with blue
light (38). Silencing plHVAs while presenting
looming stimuli in naive mice had no effect on
the animals’ probability to escape or other be-
havioral measures (fig. S2C), consistent with
previous results showing that visual cortex has
little influence on the instinctive escape re-
sponse to visual threats (3). However, when
pIHVAs were silenced during the learning pro-
tocol (during all stimulus presentations in the
acquisition phase), mice failed to learn and still
showed high escape probabilities to looming
stimuli in the probe phase (Fig. 1B, center). We
repeated these experiments with a long learn-
ing protocol with access to the shelter, in which
mice eventually ceased to escape after presen-
tation of high-contrast looming stimuli over
several days (fig. S1). Silencing plHVAs with
muscimol had little effect on instinctive escape
behavior in naive mice but, when applied through-
out the learning protocol, prevented mice from
learning to suppress escape responses (fig. S1,
A to C), corroborating that plHVAs are neces-
sary for learning to suppress escape responses
independent of the experimental protocol.

Inactivation of axons

DURING learning

nucleus (VLGN) AAV-dio-eNpHR3.0 xE,
'= o 100 .
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8 mice (ChR2, purple). (C) (Left) Schematic of tracer injection in pHVAs. (Right)
Labeled pIHVA axons in different target areas. Scale bars, 500 (left) and 250 um
(right). PAG, periaqueductal gray; SC, superior colliculus; IGL, intergeniculate leaflet;
dLGN, dorsal geniculate nucleus; ZI, zona incerta; eGFP, enhanced green fluorescent
protein. (D) (Left) Experimental design. (Right) Boxplots of escape probabilities a
fter learning in control animals and when pIHVA axons in VLGN (pIHVA-vLGN)

or SC (pIHVA-SC) are silenced, or when V1 axons in VLGN are silenced during
learning (V1-vLGN). Dots represent individual animals. pIHVA-VLGN versus control,

P = 0.003; pIHVA-SC versus control, P = 0.856; V1-vLGN versus control, P = 0.973;
Kruskal-Wallis test; n = 8, 11, 6, and 7 mice, respectively. **P < 0.01.

By contrast, optogenetic silencing of plHVAs
only after mice had learnt had no effect on the
learnt behavior, as mice still suppressed escape
responses when plHVAs were silenced (Fig. 1B,
right, and fig. S2B).

pIHVA input to vLGN mediates learning
to suppress fear responses

‘We next aimed to identify the specific pathways
through which plHVAs mediate learnt suppres-
sion of fear responses. Anterograde axon label-
ing from layer 5 (L5) neurons in plHVAs using
Rbp4-Cre mice showed dense projections in sev-
eral subcortical regions, including the medial
and deep layers of the superior colliculus (SC),
previously shown to be crucial for generating
escape responses to looming stimuli (3, 17). An-
other clear target of plHVA projections was the
vLGN (Fig. 1C), an inhibitory prethalamic area
that has strong control over fear behavior and
that, when activated, can fully block escape re-
sponses by inhibiting SC activity (11, 35, 36). To
test the relevance of these two plHVA pathways
for learning, we optogenetically silenced plHVA
axonal projections selectively in either SC or
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Fig. 2. vLGN cells receiving pIHVA input are necessary for learning. (A) (Left) Experimental approach
for acute inhibition of vLGN. (Right) Example image of VLGN neurons expressing stGtACR2. Scale bar,

150 um. (B) Boxplot (showing median and interquartile range) comparing postlearning escape probabilities
to 6 to 10 high-contrast looming stimuli for control mice expressing eGFP in vLGN with and without laser
(gray, n =7 mice, P = 0.954, Kruskal-Wallis test) and mice with stGtACR2 expression in GABAergic VLGN
neurons without laser, with laser, and, subsequently, without laser again [purple, n = 9 mice, without before
versus with laser: P = 0.0057 repeated-measures analysis of variance (ANOVA); with laser versus without laser
after: P = 0.0020, repeated-measures ANOVA; laser eGFP versus laser stGtACR2: P = 0.005, Kruskal-Wallis

test]. (C) (Left) Experimental approach for activating VLGN cells receiving input from plHVAs (VLGNP™A neurons).

(Right) Boxplot of escape probabilities to 100%-contrast looming stimuli of naive mice without (off, gray) or with
activation of pIHVA-innervated vLGN neurons expressing ChR2 (on, blue; P = 0.004, paired t test, n = 6 mice).
(D) (Left) Experimental approach for specifically lesioning pHVA- or Vl-innervated vLGN cells. (Right) Boxplot of
postlearning escape probabilities of control mice (gray, n = 7 mice) and mice with plHVA-innervated vLGN cells ablated
before learning (blue, n = 11 mice, P = 0.039, Wilcoxon rank sum test) or V1-innervated VLGN cells ablated before

learning (blue, n =7 mice, P = 0.886, Wilcoxon rank sum test). Dots represent individual animals. *P < 0.05; **P < 0.0L

VLGN by optical stimulation of halorhodopsin
eNpHR3.0-expressing plHVA axons during the
acquisition phase of the learning protocol (Fig. 1,
A and D). Silencing pl[HVA projections to VLGN
prevented learning, as mice continued to escape
to the looming stimulus afterwards (Fig. 1D).
By contrast, silencing plHVA projections to SC
had no effect on learning (Fig. 1D). Moreover,
silencing projections from V1 to vLGN also did
not affect learning, showing that it is specifi-
cally projections from plHVAs to vLGN that are
necessary for mice to learn to suppress escape
responses (Fig. 1D and fig. S3, A to D). We cor-
roborated the necessity of the plHVA-to-vLGN
pathway for learning with a chemogenetic ap-
proach by which we targeted the inhibitory de-
signer receptor hM4Di selectively to plHVA L5
neurons in Rbp4-cre mice and applied the
agonist Clozapine N-oxide locally in vLGN or
SC (fig. S3, E and F). Chemogenetic silencing
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of projections from plHVA to vLGN but not
to SC also impeded learning.

pIHVA-innervated vLGN cells are necessary and
sufficient for suppression of escape responses

The experience of looming stimuli during the
learning protocol likely induces lasting changes
in neural circuits, i.e., a memory of this prior ex-
perience, leading to the adapted behavioral
response to the visual threat stimulus. Our
data show that, although plHVAs are required
for learning to suppress fear responses, they are
no longer necessary after learning. This indi-
cates that the learning-induced memory is stored
in neural circuits downstream of plHVAs. Be-
cause activation of vLGN by pIHVA projections
is necessary for learning, VLGN is one potential
substrate for memory formation. We therefore
set out to test this hypothesis. First, we examined
if activity in VLGN is required for the adapted

behavioral response, i.e., the suppression of es-
cape to looming stimuli after learning. We ex-
pressed Cre-dependent stGtACR2 in VLGN of
VGAT-Cre mice through AAV injections to op-
togenetically silence inhibitory cells, which
constitute the large majority of vLGN neurons
(11, 34, 35). When we silenced VLGN during stim-
ulus presentation after learning (in the probe
phase), mice resumed escaping from looming
stimuli (Fig. 2A, B). This suggests that, unlike
plHVAs, VLGN is necessary for the learned be-
havioral response. Mice immediately reverted
to the learned behavior of suppressing escape
responses when optogenetic manipulation was
switched off, indicating that transient inhibition
of VLGN neurons did not cause a sustained in-
crease in a fear- or anxiety-related state (Fig. 2B).

However, silencing of vVLGN could generally
lower the threshold for threat-evoked escape re-
sponses independently of the plHVA-dependent
learning process (11, 36). To test the role of the
pIHVA-vLGN pathway in learned suppression
of escape responses more specifically, we se-
lectively targeted vLGN neurons receiving in-
put from plHVAs by combining anterograde
transfer of Cre recombinase from plHVAs to
vLGN and Cre-dependent gene expression in
VLGN (see materials and methods; fig. S4). vVLGN
neurons receiving input from plHVAs were
GABAergic cells projecting to SC and other
target areas (fig. S4). Expressing ChR2 spe-
cifically in these plHVA-innervated vLGN neu-
rons and activating them during looming
stimulus presentation suppressed mice’s escape
responses (Fig. 2C and movies S1 and S2),
showing that increased activity in these neu-
rons is sufficient to produce the learned be-
havior without prior experience of looming
stimuli. Moreover, when we ablated plHVA-
innervated vLGN neurons using Cre-dependent
caspase expression (Fig. 2D, left), mice showed
impaired learning with a higher likelihood
to escape from looming stimuli than control
mice after the learning protocol (Fig. 2D, right).
By contrast, ablating Vi-innervated vLGN cells
had no effect on learning, even though these
neurons constitute a larger fraction of vLGN
cells (Fig. 2D and fig. S4, G and H).

plHVA-innervated vLGN neurons increase their
looming responses over learning

To determine how neural activity in VLGN changes
during learning, we performed electrophysio-
logical single-unit recordings during presentation
of high-contrast looming stimuli. We recorded
over many stimulus presentations until animals
learned not to escape (long learning protocol;
see also fig. S1) and tracked responses of the
same neurons over learning by using chron-
ically implanted silicon probes in VLGN (Fig. 3A,
fig. S5, and materials and methods). We selected
cells responsive to the looming stimulus within
0 to 300 ms after stimulus onset (before learning,
after learning, or both). Restricting the analysis
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Fig. 3. plHVA-innervated vLGN neurons increase responses to looming
stimuli during learning. (A) (Top) Experimental approach: Chronic electrophysio-
logical recordings in vVLGN while freely-moving animals are exposed to high-contrast
looming stimuli until they learn to suppress escape responses. (Bottom) Example
image with probe shank locations. Scale bar, 200 um. (B) Looming stimulus
responses of three VLGN example cells before and after learning. (C) (Left) Pie
charts of fraction of VLGN neurons with increased and decreased responses

or no change in response strength over learning in a time window of 0 to 300 ms
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(F) Change (A) in looming stimulus response magnitude over learning of
individual vVLGN neurons as a function of their response magnitude to pIHVA
stimulation (correlation coefficient r = 0.680, P < 0.0001, Pearson correlation;
n =131 cells from 5 mice). FR, firing rate. (G) (Left) Fraction of negatively
modulated (neg mod), positively modulated (pos mod), and nonmodulated
neurons (no mod) during stimulation of plHVAs for vLGN neurons that increase,
decrease, or show no change in response to looming stimuli over learning.
(Right) Pie chart shows the fraction of units exhibiting modulation by plHVA
activation out of all recorded neurons (n = 175, 302, and 36 cells from

stimulus onset of all isolated units classified as looming-stimulus responsive

neurons (from n = 9 mice) before or after learning,
their response change over learning. (D) Mean peris

of looming responses before and after learning of the three groups of vLGN
neurons in (C). The dashed lines show stimulus onset, and the shaded areas
denotes time window used for analysis [n = 152, 301, and 67 cells (top to
bottom) from 9 mice]. (E) (Left) Experimental design. (Right) Spike responses to

optogenetic stimulation of pIHVA axons and PSTHs

to this early time window allowed us to isolate
visual signals and minimize the influence of
motor-related activity because the average
escape latency of mice was 1.73 + 0.08 s (mean +
SD), and we excluded the few trials in which
mice initiated an escape earlier than 300 ms
after stimulus onset (fig. S6, D and E). More-
over, mice exhibited freezing before escapes in
a subset of trials, and neural activity was not
different in escape versus freezing trials, indi-
cating that these early stimulus responses in
vLGN were not affected by the animals’ behavior
(fig. S6, A to C). vVLGN neurons exhibited diverse
responses to looming stimuli, and many neu-
rons changed their activity during learning. To
capture such changes, we divided neurons de-
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allocated according to
timulus histograms (PSTHs)

for example VLGN neurons. signed-rank tests).

pending on whether they significantly increased
their firing rate, decreased their firing rate, or
showed no change in looming stimulus re-
sponse over learning (Fig. 3, B to D).

In a subset of animals, we expressed ChR2 in
L5 neurons of plHVAs in Rbp4-Cre mice to com-
bine electrophysiological recordings of VLGN
cells with optogenetic activation of plHVA axons
in VLGN. This allowed us to identify vVLGN neu-
rons excited by plHVAs (positively modulated),
inhibited (negatively modulated), or not affected
by pIHVA axon activation, and these groups of
neurons showed differences in their electro-
physiological properties and in how their loom-
ing stimulus responses changed over learning
(Fig. 3, E to G, and fig. S7). The large majority

5 mice). (H) (Left) Experimental design. (Right) Mean PSTHs in response to
looming stimuli for neurons suppressed during plHVA silencing (left) and
other vLGN neurons (right). [n = 108 (left) and 281 cells (right) from 4 mice].
Green, before learning; purple, after learning. (I) Scatterplots of looming
stimulus response strength before and after learning (O to 300 ms after
stimulus onset) for individual VLGN neurons divided as in (H) (suppressed
during pIHVA silencing, P < 0.0001; other vLGN neurons, P = 0.0521; Wilcoxon

of VLGN neurons excited by plHVAs increased
their responses to looming stimuli during learn-
ing (Fig. 3, E to G), indicating a crucial role for
pIHVA inputs in shaping vLGN responses to
looming stimuli over learning. To corroborate
these findings and test whether plHVA inputs
contribute to looming responses of VLGN neu-
rons, we performed another set of experiments
in which we optogenetically inactivated plHVAs
inputs to VLGN using eNpHR3.0 during a sub-
set of interleaved looming stimuli trials while
recording from VLGN neurons. We identified
vLGN neurons receiving excitatory input from
plHVAs as those that were significantly sup-
pressed during pIHVA inactivation (fig. S8, A
to C). These VLGN neurons again showed on
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plot. (B) Average CCG spiking variation around lag O (-1 to +4 ms) and distribution for all vLGN neurons positively, negatively, or not modulated during pIHVA
optogenetic activation with the rest of the vVLGN population before (green) and after (purple) learning [before versus after learning: pos mod, P < 0.001; neg mod, P =
0.785; no mod, P = 0.011; Kruskal-Wallis test; n = 121, 29, and 249 cells (from left to right) from 5 mice]. Coef, coefficient. (C) Average spike CCG for all vLGN neurons
positively modulated by pIHVA stimulation with other neurons from the three groups before (green) and after (purple) learning. *P < 0.05; ***P < 0.001.

average a clear increase in looming stimulus
responses over learning (Fig. 3, H and I), even
when plHVA input was removed (fig. S8). By
contrast, the remaining VLGN population showed
on average no response change over learning
(Fig. 3, H and I). The time course of looming
response increase in vLGN neurons was tight-
ly correlated with the time course of behav-
ioral changes over the session: mice that showed
earlier increases in VLGN looming responses
also learned faster (fig. S7F). Both plHVA ac-
tivation and inactivation experiments show that
it is predominantly those VLGN neurons receiv-
ing excitatory input from plHVAs that increase
their firing responses to looming stimuli over
learning. Notably, as demonstrated above, these
VLGN neurons are necessary for learning to
suppress escape responses, and increases in
their neural looming response cause suppres-
sion of escape (Fig. 2, C and D).

Decreased inhibition onto pIHVA-innervated
VLGN neurons through endocannabinoid-
mediated plasticity

Next, we set out to explore the potential cellular
and synaptic mechanisms of this learning-
induced change in VLGN activity. To determine
whether functional interactions between dif-
ferent groups of VLGN neurons change during
learning, we calculated pairwise cross-correlation
functions of the spike trains of all simultaneous-
ly recorded VLGN neurons. Neurons that were
positively modulated by pIlHVA activation again
stood out in that many of them had negative
spike time correlations with the rest of the vLGN
network, especially with the neurons not af-
fected by plHVA activation (Fig. 4, A to C, and
fig. S9, A and B). For many of these cell pairs,
the troughs in the cross correlogram were biased
toward positive time lags (fig. SOC), suggesting
that neurons that receive plHVA input may be
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inhibited by the local VLGN network before
learning. This is consistent with the observa-
tion that these vVLGN neurons are inhibited by
looming stimuli before learning, particularly
when excitatory plHVA input is removed (fig.
S8D). Spike timing relationships, specifically
between VLGN neurons positively modulated
by plHVA activation and the rest of the net-
work, changed with learning, such that these
neurons showed positive correlations with the
remaining VLGN neurons after learning, sug-
gesting a release from inhibition over learning
(Fig. 4, A to C, and fig. S8).

A potentially related form of synaptic plas-
ticity, long-term depression of inhibition iLTD),
has been described in multiple brain areas in vitro
and is dependent on endocannabinoid (eCB)
signaling (39-43). Heterosynaptic iLTD can be
triggered by activation of group I metabotropic
glutamate receptors (mGluR1 or mGIluR5) in
postsynaptic neurons (41, 42, 44). This causes
release of eCBs, which act as retrograde mes-
sengers, activating eCB receptors (CBIR) on
nearby presynaptic inhibitory terminals, which
can induce a long-lasting reduction of presyn-
aptic GABA release probability (39-43). The
eCB receptor, CB1R, and mGluR5 are present
in VLGN (fig. S10, A and B) (45, 46), and the
majority of plHVA-innervated vLGN neurons
highly express the mGluR5 receptor (fig. S10,
C to E). We therefore investigated whether
eCB-dependent iLTD in VLGN could mediate
learned suppression of escape.

We first tested whether learning to suppress
fear responses was dependent on activation of
mGluR5 by infusing mGluR5 antagonist, MPEP,
in VLGN (Fig. 5A). Blocking mGluR5 receptors
specifically in vLGN compromised learning:
mice showed higher escape probabilities to
looming stimuli after the learning protocol
compared with vehicle-injected littermates (Fig.

5B). Blocking mGIuR5 receptors in the hippo-
campus (dorsal of vVLGN) instead had no effect
on learning (fig. S1I0G). Next, we examined if
learning was mediated by eCB signaling. We
infused a cocktail of eCBs synthesis inhibitors,
LEI401+D034, in VLGN (Fig. 5A). This inter-
vention prevented animals from learning, as
they still showed a high probability to escape
from looming stimuli after the learning protocol
(Fig. 5B). The same effect could be achieved by
infusing a CB1 receptor antagonist (rimonabant)
in VLGN (Fig. 5B). Inversely, infusion of an CB1
receptor agonist in VLGN caused long-term ces-
sation of escapes to looming stimulus without
the learning protocol, demonstrating that eCB
signaling in VLGN can drive the suppression of
instinctive fear response (fig. SIOH). Notably,
infusion of the eCB synthesis antagonist into
vLGN did not affect escape probabilities to loom-
ing stimuli of varying threat levels (using different
contrast levels) before learning, showing that
blocking of eCB signaling in VLGN does not
affect instinctive escape responses or general
fear levels (fig. S101).

Although our results so far indicate that eCB-
dependent plasticity in vLGN underlies the learn-
ing process, it still remains open whether and
how synaptic connectivity in VLGN is altered
by learning. We thus performed whole-cell re-
cordings in VLGN, specifically from VLGN neu-
rons receiving input from plHVAs (Fig. 5, C to
Q). Bath application of eCBs decreased the fre-
quency, but not the amplitude of spontaneous in-
hibitory postsynaptic currents (SIPSCs) recorded
from plHVA-innervated vLGN neurons of naive
mice (Fig. 5D), demonstrating eCB-induced sup-
pression of inhibitory input onto these neurons.
To identify learning-induced changes in VLGN
circuits, we next performed whole-cell record-
ings in mice that had undergone our learning
protocol and learned to suppress escapes. We
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found that the frequency but not the amplitude
of sIPSCs in plHVA-innervated vLGN neurons
was significantly decreased after learning (Fig. 5,
E to G), and their excitability was increased (fig.
S11C). By contrast, VLGN neurons that did not
receive input from plHVAs showed no changes
over learning (fig. S11). These data indicate that
release probability of GABA from presynaptic
inhibitory terminals specifically onto VLGNPEYA
neurons is decreased during learning through
eCB-dependent iLTD (44, 47) (Fig. 5H).

To formalize these findings, we built a sim-
ple computational model recapitulating our
experimental results by simulating mean-field
activity of two inhibitory neuronal popula-
tions both receiving sensory input from the
retina, with only one population additionally
excited by plHVAs and inhibited by the sec-
ond population with plastic inhibitory weights
(fig. S12).

Discussion

In this study, we uncovered a subcortical syn-
aptic plasticity mechanism for learning to sup-
press instinctive defensive behavior instructed
by visual cortical areas. Our findings highlight
the critical role of the neocortex, specifically
PpIHVAs, in modulating instinctive fear responses
based on experience. This is consistent with pre-
vious work showing that top-down projections
from sensory cortex can influence instinctive be-
haviors and reflexes (12, 13, 22, 23) and suggests
that one evolutionary advantageous role of neo-
cortical circuits could be to enable more flexible
and adaptive behavior through the regulation
of brainstem-driven instincts (6-9).

We found that higher-order visual cortex was
essential for learning to suppress instinctive
defensive reactions to visual threats. Notably,
visual cortex did not prove necessary for ex-
ecuting and sustaining the adaptive behavior
once it was learned. This challenges traditional
models that attribute learning and behavioral
flexibility mainly to plasticity in telencephalic
brain regions. Although visual cortex activ-
ity may also change over learning, our results
show that plasticity in these cortical circuits
does not underlie the behavioral changes after
learning. Instead, visual cortex activity crucial-
ly contributes to inducing experience-dependent
plasticity downstream, namely in the VLGN.
vLGN neurons driven by plHVAs increase their
responses to the visual threat stimulus over
learning, and such increased activity in vLGN
circuits abolishes fear responses through their
inhibitory influence on downstream areas that
mediate escapes from visual threat, such as the
superior colliculus (77, 35, 36). The vLGN, and
perhaps caudal prethalamic areas more gener-
ally (35, 37), can thus link cognitive, neocortical
processes with “hard-wired” brainstem-mediated
behaviors, providing a plastic inhibitory con-
trol pathway for experience-dependent adapt-
ive behavior.
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Fig. 5. eCB-mediated long-lasting disinhibition as a mechanism for learning to suppress fear responses.
(A) (Left) Experimental approach. (Right) Coronal section with an example injection. Scale bar, 1 mm. (B) (Left)
Schematic of the task design. (Right) Boxplot (with median and interquartile range) of postlearning escape
probabilities to 100%-contrast looming stimuli for different reagents injected before the learning protocol; vLGN
injection of saline (n = 13 mice), mGIuR5 antagonist MTEP (P = 0.001, n = 15 mice), eCB synthesis blockers
LEI401 and DO34 (P = 0.0004, n = 6 mice), and CB1 receptor antagonist Rimonabant (P = 0.0008, n = 7 mice).
Kruskal-Wallis test followed by Tukey post hoc test was performed for all conditions. Dots indicate individual
animals. (C) (Left) Experimental approach to visualize vLGN neurons receiving input from plHVAs (vLGNP"VA),
(Right) Example image of a recorded vVLGNP™A neuron. Scale bar, 30 um. (D) (Left) Schematic of experiment.
(Right) Boxplots of frequency and amplitude of spontaneous inhibitory postsynaptic currents (sIPSCs) in vLGNP'HVA
neurons recorded with and without bath application of the eCB agonist WIN5521-2 (frequency, P = 0.003; amplitude,
P =0.603; paired t test; n = 12 cells from 4 mice). Dots indicate individual neurons. (E) Membrane potential
traces of two example VLGN neurons in response to current injections of different amplitudes before and after
learning to suppress escape responses. (F) Example traces of sIPSCs under voltage clamp in vVLGNP"A neurons
before (green) or after learning (purple). (G) Boxplots of frequency and amplitude of sIPSCs recorded from

mice before and after learning [frequency, P = 0.002; amplitude, P = 0.827; Kruskal-Wallis test; n = 20 cells from
4 mice (before learning) and 39 cells from 5 mice (after learning)]. Dots indicate individual neurons. (H) Schematic of
the mechanism underlying learnt suppression of escape responses: eCB-mediated iLTD of presynaptic inhibition
onto VLGNP"™A neurons, likely induced through depolarization induced by direct visual looming stimulus input from
the retina combined with input from pIHVAs. **P < 0.001; ***P < 0.001.
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Learning to suppress fear responses relied on
an eCB-mediated form of inhibitory long-term
synaptic plasticity, known as iLTD. This mech-
anism acts on inhibitory synapses onto VLGN
neurons activated by plHVAs, decreasing pre-
synaptic release probability. eCB-dependent
iLTD has been demonstrated in multiple brain
areas as an heterosynaptic in vitro plasticity
mechanism induced through activation of glu-
tamatergic mGluR5 receptors through repeated
electrical stimulation in brain slices (40-43). We
found that learning to suppress fear responses in
vivo depended on eCB release and eCB receptor
CB1 activation specifically in vLGN. mGluR5
receptor activation in vVLGN was important for
learning, but additional pathways could contrib-
ute to triggering eCB release in VLGN (39-43).
Moreover, vVLGN neurons receiving input from
PpIHVAs were susceptible to eCB-dependent sup-
pression of inhibition and showed decreased
inhibitory input after animals had learned to
suppress escape responses. Our study thus
provides direct evidence of this plasticity
mechanism, eCB-mediated decrease of in-
hibitory input, occurring in vivo to mediate
learning. Although the source of the plastic in-
hibitory input onto plHVA-driven vLGN neurons
remains to be identified, it likely stems at least
partly from local inhibitory interneurons:
our cross-correlogram analysis suggests that
plHVA-driven vLGN neurons are inhibited by
other VLGN neurons before learning but not
after learning. Their neural responses to loom-
ing stimuli, likely driven by both plHVAs and
direct projections from the retina (34), thus
become released from inhibition during learn-
ing and the increased activity of these GABAergic
neurons in turn inhibits down-stream target
areas to suppress threat-evoked escape reac-
tions (11, 35).

eCBs have long been implicated in the reg-
ulation of fear and anxiety and are necessary
for extinction of fear conditioning (48, 49). The
suppression of instinctive fear responses studied
in this work and the extinction of learnt fear
share similarities in that both involve active
learning to attenuate defensive behaviors in re-
sponse to a stimulus that no longer predicts
danger (50). However, these two forms of learn-
ing likely engage distinct neural circuits and
may differ in their specificity and time course
(49, 51). The plasticity mechanism described in
this study is likely part of a larger network for
regulating defensive behavior, including pro-
cesses in downstream areas, superior colliculus
and periaqueductal gray, as well as complemen-
tary top-down pathways through the basal gan-
glia, hypothalamus, and amygdala (21, 51-56).

The ability to suppress instinctive fear re-
sponses when threat expectations are violated
is an ethologically crucial form of behavioral
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adaptation, the absence of which could lead to
inappropriate or excessive fear responses (56).
Such maladaptive fear processing is a hallmark
of fear and anxiety disorders and posttraumatic
stress disorder (52, 57). Dysfunction of pathways
through vLGN [also called pregeniculate nu-
cleus in primates (58)] or impairments in eCB-
dependent plasticity could thus contribute to
these disorders. Conversely, targeting these path-
ways, for example, by using deep brain stim-
ulation, or enhancing eCB-dependent plasticity
within these circuits may facilitate suppression
of maladaptive fear responses, suggesting new
therapeutic strategies for fear-related disorders.
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l‘/ *_ HPLC Pump Qualification Pack

| I TESTA Analytical has launched the

- "= | HPLC Pump Qualification Pack - an
efficient, fast, and reliable tool for
regulated laboratories looking to qualify
the operation and performance of their HPLC systems. Flow
rate is one of the most important parameters in any liquid
chromatography system, it determines retention time or volume
and therefore has a major influence on reproducibility. The
TESTA Analytical LC flowmeter is a trusted device for continuous
non-invasive measurement of flow rate in HPLC and UHPLC
systems. Comprising a calibrated LC flowmeter, data validation
tool and tablet-computer with pre-installed software - the pack
automatically performs all necessary flow data calculations
plus operational and performance qualification checks. Using
the HPLC Pump Qualification Pack considerably reduces the
time required for HPLC pump qualification, while improving
traceability of results.By focusing on data traceability and
simplifying the qualification process, this new all-in-one pack

is an affordable solution for laboratories seeking to maintain
compliance and optimize their HPLC systems quickly and
effectively.

Testa Analytical Solutions

For Info: +49-30-864-24076

www.testa-analytical.com

Synthetic Nanodiscs

AMSBIO announce a new range of Synthetic Nanodiscs that
enable preparation of multi-pass transmembrane proteins in
their active form, revolutionizing the future of membrane protein
research and drug development. Membrane Proteins account

for more than 60% of all FDA-approved drug targets and 90% of
antibody-based drug targets. Many traditional sample preparation
methods struggle with challenges in obtaining water-soluble

and bioactive forms of multi-pass transmembrane proteins.
Commonly, detergent has been widely used to produce multi-
pass transmembrane proteins. However, a major downside of this
technique is that the detergent cannot be completely removed.
This can be problematic for downstream applications, as the
presence of detergent may interfere with experiments or affect
the protein structure. An alternative technique to obtain proteins
with good solubility and correct folding is to use peptides derived
from the N-terminus or extracellular loops. Unfortunately,
transmembrane proteins prepared by this method may not

retain the structural features and conformation of the original
extracellular loops of the transmembrane protein in the native
membrane. Another method is to use membrane fractions, whole
cells or VLPs to maintain the natural structure of transmembrane
proteins, but immunization with these products has been shown
to resultin high levels of non-specific antibody background. Based
upon an innovative polymer-based platform, Synthetic Nanodiscs
offer a more advanced solution compared with these traditional
solutions. Synthetic Nanodiscs have been shown, in multiple
applications, to produce full-length membrane proteins with high
purity and excellent solubility in aqueous solutions. Beneficially
the proteins incorporated into Synthetic Nanodiscs are in a native

membrane environment, ensuring they remain biologically active.
There is no detergent in these products, making them suitable
to use in cell- based assays and other experiments. Overall
Synthetic Nanodiscs eliminate the need for membrane scaffold
proteins, creating a streamlined cleaner system with reduced
interference in downstream assays. In this way, our Synthetic
Nanodiscs enable the functional characterization of multi-pass
transmembrane proteins in their active form, revolutionizing the
membrane protein research and drug development.

AMS Biotechnology

For Info: +44-1235-828200

www.amsbio.com

Dual-cap Sample Collection Tube

Azenta Life Sciences has launched Cap2TM - a new 0.2ml PCR
microcentrifuge tube featuring a novel dual-cap design with both
hinged lid and screw cap to preserve the integrity of samples
used in genetic testing workflows. Acting as both a collection

and processing tube, sample transfer can be minimized making
for greater efficiency and less wastage. Designed to ensure
sample traceability in wide ranging genetic testing workflows,
including pre-implantation genetic testing (PGT) - each Cap2
tube has a unique 2D datamatrix code as well as a numerical
human readable identifier to prevent sample tracking errors.

All Azenta tubes, including the new Cap2, are developed with
broad compatibility in mind, performing without compromise in
conjunction with automated code reading, capping and sample
management systems from Azenta and all other industry-
recognized manufacturers. Manufactured from high quality virgin
polypropylene, in a class 8 clean room environment, each batch of
tubes is tested to certify them endotoxin and DNase/RNase free
as well as containing no detectable leachables or extractables.
Vital considerations for sample collection tubes used in genetic
testing workflows.

AZENTA Life Sciences

For Info: +44 -161-777-2098

www.azenta.com

Foresight Pro 45
Expanding on Bio-Rad's portfolio of Foresight Pro columns with
inner diameters ranging from 5 to 33 cm, the new, larger 45

c¢m ID Foresight Pro Column offers biopharma manufacturers

an easily integrated solution for downstream purification of
biomolecules, including vaccines, antibodies, and recombinant
proteins. Foresight Pro Columns are manufactured and

packed in a controlled ISO Class 7 cleanroom, providing good
manufacturing practice (GMP) ready columns. The standardized
design and format, in a range of diameters and bed heights, offer
a convenient and reliable solution, packed with either CHT™
Ceramic Hydroxyapatite Media Type |, Type Il, or XT. Bio-Rad'’s
CHT Media is a rigid mixed-mode support media for biomolecule
purification. CHT's unique composition, Ca10(PO4)60H2, allows
biomolecules to interact with the media by means of metal
affinity interactions via calcium atoms and/or cation exchange
interactions via phosphate groups.
Bio-Rad Laboratories, Inc.

For Info: +1 510-356-7909
www.bio-rad.com

Electronically submit your new product description or product literature information! Go to www.science.org/about/new-products-section for more information.

Newly offered instrumentation, apparatus, and laboratory materials of interest to researchers in all disciplines in academic, industrial, and governmental organizations are featured in this
space. Emphasis is given to purpose, chief characteristics, and availability of products and materials. Endorsement by Science or AAAS of any products or materials mentioned is not

implied. Additional information may be obtained from the manufacturer or supplier.

690 7 FEBRUARY 2025 » VOL 387 ISSUE 6734

https://www.science.org/content/page/new-products-section SCIENCE



Post-Docs in the Virgil Percec Lab
at the University of Pennsylvania
Department of Chemistry

& Penn

Employer: University of Pennsylvania

Location: Philadelphie, Pennsylvania

Salary: Commensurate with Education and Experience
Opening: Immediately

Post-docs in the Virgil Percec Lab at the University of
Pennsylvania (Penn), Department of Chemistry in the design,
synthesis and structural analysis combined with in vivo activity
for one-component delivery systems for mRNA.

Virgil Percec Lab together with Drew Weissman Lab from the
Perelman School of Medicine at Penn discovered and developed a
one-component multifunctional sequence-defined ionizable
amphiphilic Janus dendrimer (IAJD) delivery system for mRNA
(JACS 2021, 143, 12315). IAJDs co-assemble with mRNA into
dendrimersome nanoparticles (DNPs) which eliminate some of the
disadvantages and complement the four-component lipid
nanoparticles (LNPs) elaborated and employed in the delivery of
mRNA from Covid 19 vaccines. These postdoc positions are
immediately available and require excellent background in organic
synthesis, supramolecular chemistry and characterization by NMR,
HPLC, MALDI-TOF combined with in vivo experiments performed
in collaboration with Weissman Laboratory. The goal of these
positions is to develop a Nanoperiodic Table correlating the primary
structure of IAJDs with in vivo mRNA delivery. This work is
expected to impact the new field of nanomedicine by creating new,
less expensive and more activer vaccines and therapeutics based on
mRNA.

To apply, please email your CV to: percec@sas.upenn.edu

JOHNS HOPKINS POSTDOCTORAL ?I NS HOPRINS
FELLOWSHIP RECRUITMENT

MOLECULAR AND DEVELOPMENTAL NEUROBIOLOGY

AND VASCULAR AND CARDIAC IMMUNOLOGY

Employer: Johns Hopkins University School of Medicine

PI: Roger A. Johns MD, PhD

Location: Laboratory is located on the medical campus of Johns Hopkins University
Discipline: Neuroscience Position Type: Full Time

Position Type: Full Time Salary: Open

Job Type: Postdoctoral Fellow

POSTDOCTORAL POSITION available to study the role of postsynaptic
scaffolding proteins (MAGUKSs) and inflammation in developmental
neurotoxicity, long-term cognitive dysfunction and chronic pain. Focus is on
the role of the PSD-95 family of MAGUK proteins and their downstream
pathways in regulating the NLRP3 inflammasome, synaptic development and
function, neurotoxicity, and chronic pain. Critical skills include a strong
technical expertise in biochemistry, imaging, rodent behavior, cellular and
molecular biology. Helpful to have knowledge of MAGUK scaffolding protein
function and experience in neurophysiology, fret imaging, protein-protein
interaction, and dendritic spine analysis.

Highly motivated PhDs with a strong publication record are encouraged to apply.

Send application letter, CV and contact information for three references to:
Dr. Roger Johns ¢/o hhammon3@jh.edu

Position Type: Full Time
Salary: Open

Discipline: Vascular Biology/Immunology
Position Type: Full Time
Job Type: Postdoctoral Fellow

POSTDOCTORAL POSITION available to study the immunology of vascular
and cardiac remodeling and inflammation. The group focuses on the
immunoregulation and immunotherapy of cardiovascular and pulmonary
diseases and other lung inflammation-related pathology with a special interest
in pulmonary hypertension, vascular and cardiac remodeling. The role of the
resistin family of protein cytokines, the NLRP3 inflammasome and their
downstream pathways are actively being pursued at multiple levels including
cell and molecular biology, pathophysiology, biomarker and development of
therapeutics. Critical skills include a strong technical expertise in biochemistry
and molecular biology, imaging, in the context of vascular and immunobiology.
Highly motivated PhDs with a strong publication record are encouraged to apply.

Send application letter, CV and contact information for three references to:
Dr. Roger Johns ¢/o hhammon3@jh.edu

Let Science Careers help advance your career.

= Register for a free online account on = Watch one of our many webinars on different
career topics such as job searching,
networking, and more.

ScienceCareers.org.
= Search hundreds of job postings.

= Sign up to receive job alerts that match
your criteria.

= Upload your resume into our database
to connect with employers.

= Read relevant career advice articles from our
library of thousands.

Download our career booklets, including Career
Basics, Careers Beyond the Bench,
and Developing Your Skills.

= Complete a personalized career plan at “my IDP”

Visit ScienceCareers.org today — all resources are free
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WORKING LIFE

By Anas Bedraoui

694

The impostor club

tanding on the stage at my first overseas conference, I remember feeling dazzled. The marble
hall glistened under the soft light. Experts from around the globe exchanged thoughts in low,
confident tones. And I had been invited here to give a talk about my own research. It should have
been a major boost to my confidence. But as I fumbled with my notes, I heard a familiar whisper:
What if they find out you don’t really belong here?

T’d been experiencing impostor syn-
drome since long before the confer-
ence. It first crept up on me after I
failed my final year of high school. I
didn’t value learning then, and being
surrounded by classmates who had
already given up—and teachers who
didn’t seem to care—only reinforced
my apathy. Changing schools and
then starting university gave me a
fresh chance, but I was worried I
would be exposed as someone who
didn’t belong.

Even after I hit my stride as an
undergraduate in Morocco, I often
felt far removed from the global
scientific community. In Morocco,
at public universities, science is
taught in French, and I found this
a barrier to connecting with the
wider, predominantly English-
speaking field. The limited funding
and scarce opportunities for international collaboration
or career development only deepened this feeling.

My Ph.D. work made me feel like even more of an impos-
tor. I set out to use artificial intelligence to better understand
the proteins in snake venom. My background was in me-
chanical design and bionics, yet suddenly I was plunged into
the world of neural networks, biomolecules, and data sets,
struggling to connect the dots. As I tried to catch up by teach-
ing myself the basics, I was once again terrified that someone
would call me out.

However, something changed in me at that conference.
Despite my fears, my presentation went well, and the encour-
agement I received from senior researchers gave me a much-
needed spark of validation. But the real boost came later
in the meeting, after I attended a session for early-career
researchers that featured talks by established scientists.

I had expected the session to be filled with advice and
strategies for those starting out. Instead, I got raw honesty.
A highly accomplished scientist from Germany—someone
whose papers I had cited—leaned forward and said, “I still
feel like an impostor sometimes.” You could feel the collec-

“Maybe impostor syndrome
wasn'’t a sign of failure, but
a sign of growth.”

tive sigh of relief ripple through the
room. We were all thinking the same
thing: Wait, you feel it, too?

One after another, the speakers
shared stories of doubt. Researchers
with decades of experience, presti-
gious awards, and countless pub-
lications all admitted to moments
when they felt they didn’t measure
up, that they weren’t really quali-
fied, that they’d somehow tricked
the world into believing they were
experts. I couldn’t believe it. These
were people I admired, people
whose work defined fields. And yet,
they, too, wrestled with the same
ghost that haunted me.

That moment reframed every-
thing for me. Maybe impostor syn-
drome wasn’t a sign of failure, but
a sign of growth. These people were
deeply knowledgeable—but that also
meant they could see the vastness of what’s still unknown,
and were all the more humble for it. If that’s what made them
feel like impostors, then I was happy to be a part of that club.

Now, when I'm writing an article or giving a talk, I still
sometimes hear that voice asking me what I'm doing here.
But thanks to the supportive community I found at that con-
ference, I know I'm in good company.

Still, academia needs to do more to ensure that early-career
researchers feel they belong in the scientific community—
particularly those from the Global South, who often don’t
have access to the same networks and resources as those in
more affluent countries. More international societies could
provide discounted membership rates, for instance, and in-
crease support for travel and visa applications; conference
organizers should also consider holding more events in the
Global South.

This kind of support opens doors, makes us feel invited and
welcome, and tells us: You are needed here. And maybe that’s
how we finally silence the whisper for good.

Anas Bedraoui is a Ph.D. student at Mohammed VI Polytechnic University.
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Cold Spring Harbor Laboratory 2025 Meetings & Courses
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NOSTER

Connecting life & gut microbiome
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Postbiotics Scan

Metabolome
Analysis Service

By conducting a thorough analysis of lipid
metabolites produced by gut bacteria, you
can gain valuable insights into the metabolic
mechanisms of the microorganisms, discover
novel biomarkers and therapeutic targets, and
uncover new functional properties of food
products.

16S rRNA Gene Analysis

Analysis Service
Gut Microbiota

By employing cutting-edge next-generation
sequencing technology, we are able to con-
duct a comprehensive assessment of the
diversity and distribution of microorganisms
Application areas within samples. Moreover, by merging NOS-
TER's advanced cultivation techniques with
real-time PCR analysis, we have developed
the capability to quantitatively analyze gut
Food sector bacteria that were previously challenging to

Development of supplements and explo- culture and evaluate.
ration of new functions of fats and oils

and fermented foods.

Wide range of areas related to lipids and microor-

ganisms such as gut bacteria as described below.

Basic research
Analysis of metabolic mechanisms of gut

bacteria. Noster Inc., Kyoto, Japan
Medical fields https://www.noster.inc/

Elucidation of pathological mechanisms /
Search and development of diagnostic
markers / Evaluation of therapeutic effects

Email : contact@noster.inc

3
Others
Studies related to gut microbiota and

disease.





